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The paper presents an approach for understanding the energy consumption of
family household, where the heating system uses gas as the main source of energy.
Based on the daily gas usage collected during one year, cluster analysis and feature
detection have been conducted in order to separate energy time series into meaningful
groups (clusters). 1o do that, the unsupervised learning methods — fuzzy c-means and
k-means clustering are applied to finding the relevant clusters of extracted features
from the annual gas time series. The validation of clustering results is done via fuzzy
partition coefficients and silhouette scores. Here, positive and negative values of
gas differences, calculated in sequential time points are used as parameters for the
learning algorithm as well as features which describe the behavior of gas consumers.
Calculated clusters provide the initial step for splitting the gas time series into
different classes relevant to gas consumption purposes. Due to the fact that the
behavioral model is totally defined by its features, the latter are grouped into the
separate consumer classes using cluster distance metrics. Depending on seasonality,
an approach to investigate and improve the annual data clustering results has been
suggested. A disaggregation algorithm, which is suggested in the paper, takes into
account the calculated clusters to produce consumer descriptions corresponding to
different gas usage behaviors.

Keywords: unsupervised learning, fuzzy c-means, k-means, time series,
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Problem statement. To formalize the problem, let G = {Gm} be the set of gas
time series GU/) :{gl.}f, where j corresponds to building number, g; is the gas
consumption converted to instance power value [3] measured at time i. Let Ggf ) cG

be the set of time series ¢V belongs to one of four specified seasons: 1: winter, 2:
spring, 3: summer and 4: autumn, where se {1,2,3,4}, US ng ) =G . Each provided

G ) consists of time series represent actual gas consumption behavior of the chosen

building i.
Based on these data, the consumption behavior can be expressed and understood
via cluster analysis, i.e., each calculated cluster center cé‘ is defined by the group of

features ng,k) extracted from each ng) and joined by similar pattern, £=1.2,....

Here, all the time series from G(?j) are separated daily consumption vectors, i.e.,

ng) = {glggzj,,,,gn}, where g, is daily time series, collected with some pre-defined
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time step. Also, the group of features y(sj k) can be extracted from the whole time series

GY) and defined as y(j ok ), which form clusters with centers c*. The cluster analysis also
can be applied to dissimilarity matrix constructed by the extracted time series features.
The clustering procedure simplifies the development of the gas disaggregation

method: the investigation of identified patterns in GY) and ng ) produces features,

time intervals ¢/ ), tgj ) and threshold values &\ ’k), ggj ) to select gas usage modes
and thereby, allows to investigate the consumer behavior.

The problem is defined as follows: 1) firstly, clusters y(sj k) and y(j k) should be
calculated via state-of-art unsupervised learning method; 2) based on given clusters
ygj’k) and y(j’k), consumer models should be identified and used to exclude its
consumption part from the aggregated gas data.

Review of recent works. The problem of energy time series clustering in order
to investigate and understand its structure is of the significant interest among data
scientists. For instance, in [4] authors have investigated the effect of similarity measures
in the application of clustering for discovering representatives and building energy
consumption patterns. In [5] it has been proposed two distinct temporal patterns of
energy performance for commercial and residential buildings, characterized by energy
use reductions and increases. Also here has been presented the complex picture of
energy use dynamics over time when compared to previous studies.

The paper [6] proposes a time series clustering based methodology to define the
segmentation of residential gas consumers. The segments of gas consumers without
preliminary feature extraction are obtained through a detailed clustering analysis
using smart metering data. Generally, many of state-of-art time series clustering
methods are widely studied in [7].

In spite of time series clustering, energy disaggregation problem is still a
challenging one. Because gas is usually consumed by the small number of consumers,
its disaggregation is simpler than electric data. However, algorithms used for the
electrical disaggregation can be applied to gas. Papers [8], [9] cover the methods
based on feature extraction and clustering suitable for that purpose.

In paper [10] authors presents a method which uses using dynamic pattern
matching of total gas consumption measurements, typical of those provided by a
smart meter. The results were obtained using visual time series signature recognition.

Detailed analysis of the available sources revealed a necessity of the development
of the new methods as well as the improvement of existing.

Aim of the work. The goal of this work is the development of the approach for
the home gas analysis as well as the gas disaggregation algorithm to separate energy
time series into consumption classes.

Presentation of the main research. To obtain the real gas metering data for our
study, we have used open access database, created under REFIT Smart Home project
[11]. This database consists of vast amount of different data types, collected from
20 residential buildings in UK. To simplify future work, we developed the SQLite
database and architecture for storing building energy data.
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At the first stage, the raw gas time series G were undergone data preprocessing
procedure: short batches of missing values were linearly interpolated, long batches
were removed from the consideration and anomaly detection algorithm [12] was
applied to detect outliers.

During the next stage, the actual feature extraction and clustering are being
conducted. The smallest time step between consecutive gas data points is 30 minutes
length; hence the information about shorter gas consumer modes is unavailable
and we can analyze only the major consumptions during the day. Knowing that we
propose to use here the following features

v =gin—g Y, (1

as positive and negative magnitudes in consumption changing. To complement

these feature set, monotonic magnitudes, their gradients, etc., can also be extracted
from the preprocessed time series. _

The investigation of the whole annual time series starts with features 7/ being
extracted to corresponding feature arrays y/ =[71-f 73,5 7 ]+ and v/ =ly/.v{,5 7|,
where each of these arrays contains positive and negative magnitudes; seasonal time
series features are placed to y/-* and y/** arrays, respectively. Latter are obtained
from the daily typical averaged profiles Ps(j ) as the averaged vector sum, calculated
for each season as follows

Ps(]) = ;anngn’ gn € ng),V] . )

Here w, is weight vector with component w, e [O,l] which signifies the effect of
more typical series among the all arrays.

The calculation of w, is performed using the Euclidian distance between
corresponding time series ng)

dim =8k 8ty » Vhoms k#m 3)
diem > Wi (4)

Operator — means the inversely proportional mapping of distance (3) into
weight w,, (4). - |

Each feature array v1, vZ, v/’ and v/ is firstly clustered via fuzzy
c-means algorithm (FCM). The reason of choosing this clustering method is that
some features may belong to the multiple classes and each cluster item has own
membership score.

FCM is defined by minimizing function [13]

® ; =argmin Ml”y —c||2 (5)

where ,cf ec, vLyl. 4%,y <y, M! is membership matrix, [ is parameter,
which controls the cluster fuzziness.
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In comparison to FCM, k-means clustering (KM) is can be applied [14]. To do
that, the minimization procedure is defined as follows

?, (6)

D) =arg mincHy -n
where p is the mean vector of c.

FCM and KM algorithms require pre-defined number of clusters, which
causes the problem of choosing the optimal partition number and usually highly
depends on the subject area. To deal with this issue, many validation methods are
recommended: silhouette score (SC), KCE, WB-index [15], etc. For the sake of
simplicity, here we restrict ourselves to silhouette score (SC) and fuzzy partition
coefficient (FPC) [14].

Using FCM feature sets y{, and y/, as well as y{’s and y/° are parted
into clusters, where magnitudes defined in (1) are grouped in the meaning of gas
consumers. Generally speaking, each positive magnitude from an arbitrary cluster
with centroid | .k or ;. ot is approximately matched to the negative magnitude from
the cluster with _ . or _Cf . Here positive and negative clusters are approximately
equal regarding to their signs; these clusters determine ON/OFF gas consumer
states or transition between the corresponding modes. This process leads to the gas

consumer model
rei)-be)

where 5% :mean(ye+C2) is average magnitude from cluster +C* with centroid
+ck or +cF, notation (*) identifies membership to cluster with centroid +c* or
+cf A= ", —-C" issetofall negative clusters, t are time intervals when gas
was consumed by X(k), g(j’k),egj’k

X(k) = <;/j_,arg miny*

4] )

)ea , |||| is clustering distance [16].

Model (6) with preceding data cleansing and clustering describes the gas
consumer.

To program and test our method, a simple framework has been implemented
using Python 3. Firstly, to store the raw gas data provided in CSV format, SQLite
database was created and corresponding Python modules were written to process
time series. In our experiments we have used the annual energy data sampled during
2014 year, which covered four distinctive seasonal usage patterns.

Each of sample buildings has the unique usage profile; nevertheless all building
profiles share common time-dependent and behavioral features.

After data pre-processing, we have created the feature extraction (1) and shape
processing (2) units. Cleaned data were split into whole annual and seasonal arrays;
next, FCM and KM feature clustering were applied to both datasets. Using the
validation metrics FPC and SC respectively, the best cluster numbers were calculated.
From the obtained partitions based on the validation results, corresponding positive
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and negative magnitudes were analyzed in order to being grouped using the
optimization procedure in (7).

The identification of parameters t and € can be done using the visual analysis or
automatically by sliding window [17].

The presentation of the results of our numerical experiments is started with
plotting the seasonal daily profiles. Because of space limit we did not plot the annual
consumption data. To simplify the visualization, results obtained for the arbitrary
chosen building is given.

Fig. 1 shows typical averaged daily winter profile Pl(l) calculated using (2). We
used 30 minutes time intervals per day; the total day numbers during this season is
90 including weekends. Fig. 2 represents summer daily profile P3(1) calculated by (2)
for 92 days.

Results of the FCM and KM magnitude clustering done for yﬂr and y! for the
whole annual gas data are shown in fig. 3 (2 pre-defined centroids) and 4 (3 pre-
defined centroids), respectively. Here 0 is general notation for positive and negative
magnitudes.

FPC and SC for each clustering are FPC" ={2:0.94,3:0.93}, SC* ={2:0.82,3:
1081}, FPC™ ={2:0.96,3:0.94}, SC™ ={2:0.85,3:0.82}, where superscripts +—
correspond to yi, L, values in curly braces are {cluster_number : validation score}-
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The clustering of magnitudes from sets é{kl’yy} (fig. 5) and {Yp,yp} (fig. 6)
has been done accordingly to the FPC and S

values.
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Fig. 5. Winter magnitude clusters

Fig. 6. Summer magnitude clusters

Here fuzzy partition scores are FPC(y!' y"')=2:(0.96;0.98), sc(ykl,yl_’l ):2:(0,84;

0.88)> FPC(7:" 1) =2: (0.95:0.96), SCly!! 4! )=2:(0.840.89). Al of these results share
the same cluster numbers. Otherwise, for example, clustering of magnitudes from

{YL’Z,YEZ} which corresponds to spring season (fig. 7) has been resulted in different
cluster numbers based on the FPC and SC values FPC (yﬁz ) =3:0.92 , SC(y"? ) =3:0.75,
FPC(v"7)=2:0.94, SC(y"*)=2:0.8.
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Fig. 7. Spring magnitude clusters

As it is seen in fig. 1, which depicts the daily winter gas profile Pl(l), night
hours are characterized by the absence of heating, whereas early morning hours
demonstrate high gas usage peak can be related to some domestic morning activities
(cooking, taking a shower, etc.). During the rest of the day we observe the constant
heating process with overlapped domestic activities.

Daily summer profile P3(1) shows (fig. 2) two prominent peaks in morning and
evening hours. This pattern can be described by the presence of high gas usage
associated with cooking and water procedures.
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Hence, here it arises the problem of splitting the observed patterns into meaning-
ful groups related to gas consumers: water outlets, heater, gas stove, etc. Because of
the non-availability of labeled dataset, i.e., when each gas consumer is linked to its
unique power consumption, we can use only the unsupervised techniques and visual
analysis. To simplify our analysis we consider two general consumers — those using
heating XV (which values may aggregate short-term usage of other consumers) and
cooking/shower consumer X (related to morning and evening periods).

The results of clustering of positive and negative features »/ extracted from the
whole year using FCM with two and three centers are shown in fig 3, 4. The FPC and
SC validation scores calculated for two and three centroids (which are associated with
two and three gas consumers) are close enough; therefore additional information is
required to distinguish heaters from other consumers. Nevertheless due to the visual
analysis three centroids (consumers) can be more relevant to the reality: X® relates
to high gas usage (positive cluster 3 and negative cluster 1), X relates to average
gas usage (positive cluster 1 and negative cluster 3) and new consumer X©® related
to small short-term user (e.g., hand washing, heating food, etc.).

The clustering of seasonal features {Yklyygl} and p,yp} using FCM and KM
methods identifies two distinctive consumers X () and X @.” Summer profile P3l
almost consists of X pattern; consumer X (V) represents minor gas usage. Winter
profile Pl(l) shows the presence of the same consumer X®, but consumer X V) here
can be split into two groups regarding to heating and small short-term users X©.

Unfortunately, spring P(l) and autumn PAE]) profiles are more complicated for the
investigation. For example, clusterlng of features {Yl 2 71’2} results in three consumers,
where X @ has lower magnitude values than during summer and winter seasons;
different numbers of correspondmg positive and negative clusters have been obtained.

Parameters t and @ can be determined by matching features yf from calculated
clusters with profiles P( ) PA?) , 1.e., index i corresponds to time interval, values of &
can be defined as min-max or average values of the set of features 7/ .

Conclusions. This paper deals with the analysis of domestic gas consumption
based on the disaggregation of the available experimental data. Here we have used
the unsupervised learning, which is very important due to the fact that supervised
learning requires labeled datasets which are not always available. A short description
of the results is given as followed:

* conducted research of features for domestic annual and seasonal gas

consumption data using fuzzy c-means method;

+ seasonal daily profiles are calculated using suggested weighted average
method;

+ developed a model for gas consumer based on extracted and clustered features:
clusters corresponds consumer determined by distance metric between positive
and negative feature clusters;

+ revealed relationships between extracted features and consumer models.

The practical meaning of obtained results is that suggested low-complexity

approach can be used for the predictive analysis of gas consumption and its
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optimization. Also, it can be valuable for the developing smart energy control
systems using single board computers (Raspberry Pi3) embedded into the smart
home architecture.

Prospects for further research are:

conducting the consistency between cluster (unsupervised) and supervised
machine learning approaches;

expanding feature set from the given gas time series using gradients, shape
extraction, etc.
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Y cmammi 3anpononosano nioxio 00 ananizy eHepeoCcnoNCUBAHHs HCUi020 Oy-
OUHKY, 8 AAKOMY CUCmeMa ONAleHHs BUKOPUCMOBYE 2a3 K OCHOBHe 0xcepeno eHep-
2ii. Ha ocHogi wjodennozo uKopucmanHs 2asy, 3i0pano2o npomsazom 0OHO20 POK),
0y10 NPosedeHo KNACMepHUll aHali3 i 8UABTEHHS 03HAK O/ M020, Wob po30itumu
4Aco8i pAOU CNONCUBAHHA 2a3y Ha 3Hayywi epynu (kiacmepu). Taxi knacmepu 6u-
3HAYAIOMb NOYAMKOBULi eman 014 3a0aui de3azpe2ayii GUOKDEMIIEHHS 3 4ACOBUX
PpA0i6 CnodicUBanHs 2asy CKAA008I, W0 GiON0BIOAIOMb PIZHUM MUNAM CHONICUBAH-
HA. Banioayis pesynomamie kracmepuszayii 30illCHIOEMbCSL 3 OONOMO20I0 HEUIMKUX
Koeghiyienmis pozoumms ma cuiyemnux xoegiyicumis. Tym 6 sskocmi napamempis
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OJ1s1 HABYAHHS MOOeell GUKOPUCIOBYIOMbCSL K 000amui, mak i 8i0 cMHI 3HAYEHHS
PI3HUYI CROJNCUBAHHA 2A3Y, PO3PAXOBAHI 8 NOCIIO0BHUX YACOBUX MOUKAX, A MAKONC
XapaxkmepucmuKuy, wo ONUCYIOMb NOBEOIHKY CHONCUBAYIB 2a3). 3a1edHCHO 8I0 Ce30H-
HOCMI 3anpOnOHOBAHO NiIOXIO 00 00CNIONHCEHHS MA NOKPAWEHHS pe3ylbIamis Kiac-
mepuszayii 0aHux Ha piyHomy uuciogomy inmepsani. Ilapamempu, axi susnauarome
MOOeNb CROMCUBAYA SPYNYIOMbC 8 OKpeMi KAacu 8I0N08IOHO 00 8IOCHAHel Midc
Kaacmepamu, siKi 00YUCTIOIOMbCA 34 3A0aHUMU MempuKamu. Aneopumm deszazpeza-
yii, AKUL NPONOHYEMbCA 8 poOOMI, 8PAXOBYE PO3PAXOBAHI Kiacmepu Oisi OMPUMAH-
HS NApamempis cnodicudadie 8i0N0BIOHO 00 NAPaAMempis CROJNCUBAHHSL 243).

3anpononosanuii ancopumm HasuauHs 6e3 yuumeis OY8 pedni308aHull 3 GUKO-
pucmanuam Python 3 i eiokpumux 6ioniomex nio OC Ubuntu 18. et arcopumm 6y8
3aCMOCO8aHULl 00 PedlbHUX OAHUX CHONCUBAHHS 2A3), MOOMO, WOPIYHI Ma Ce30HHI
4acosi padu npouuIu npoyeodypy BUABLEHHS O3HAK MA KAACMEPHUU aHAli3 3 No-
OanbuuM aHalizoM ma iHmepnpemayicio cnoxcusavie 2azy. Pospobnena memoouxa
00380715€ BUKOPUCMOBYBAMU Ce30HHI K1acmepu 03HAK 015 N0OYO008U MOYHUX Mame-
MAMUYHUX Mooenell CHOXCUBauie y 8iOn0giOHOCHI 00 YACOBUX 8IKOH CHONCUBAHHA
2asy.

Knrouoei cnosa: nasuanus be3 yyumeis, Heuimka Kiacmepuzayis, Memoo K—ce-
PeoHix, uacosi psou, Kracmepuzayis, GUOLIAHHSL O3HAK.
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