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Formulation of the problem. Recently, the World Data Center branch and the national Grid
infrastructure (academic and educational segments) began to operate in Ukraine, so that domestic
scientists and specialists can now count on increased data from various industries that are processed in a
united network of clusters in the country. The development of methods of recording and storing data has
led to a rapid growth of volumes of collected and analyzed information. The data volumes are so
significant that people simply can not analyze them on their own, although the need for such an analysis
is quite obvious, because in these "raw data" there is a knowledge that can be used in decision-making.

In order to perform an automatic analysis of data, Data Mining is used (knowledge extraction).
This is a new technology of intelligent data analysis in order to detect hidden patterns in the form of
significant features, correlations, trends and templates. Modern data extraction systems use artificial
intelligence-based methods of representation and interpretation, which allows them to find dissimilar in
terabyte repositories of not obvious but very valuable information. In fact, we are talking about the fact
that in the process of data mining, the system does not retreat from the hypotheses put forward, but offers
them on the basis of analysis itself.

Setting up tasks. Traditional mathematical statistics, which for a long time claimed to be the main
tool for data analysis, did not meet the emerging problems. The main reason - the concept of averaging by
sampling, which leads to operations on fictitious quantities. Methods of mathematical statistics proved to
be useful mainly for testing pre-formulated hypotheses and for "rough intelligence analysis,” which forms
the basis of operational analytical processing of OLAP data.

Data Mining is a multidisciplinary field that arose and develops based on the achievements of
applied statistics, image recognition, methods of artificial intelligence, database theory. Hence the
abundance of methods and algorithms implemented in various existing Data Mining systems. Many of
these systems integrate at once several approaches. However, as a rule, each system has a key component
on which the main rate is made.

Data Mining is a collection of many different methods of acquiring knowledge. The choice of
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method often depends on the type of data available and on what information is to be obtained.

The basis of modern Data Mining technology is the concept of templates (patterns), which reflect
fragments of multidimensional relationships in the data. These patterns are regularities inherent in sub-
types of data, which can be compactly expressed in a form that is understandable to a person. The search
for templates is carried out using methods that are not bounded by the framework [1].

Analysis of recent researches and publications. The basis of modern technology Data Mining is
the concept of patterns that represent the fragments of multidimensional data relationships. These patterns
are regularities inherent in sub-types of data, which can be compactly expressed in a form that is
understandable to a person. The search for stem cells is carried out using methods not limited by the a
priori assumptions about the structure of the sample and the type of distribution of the values of the
analyzed parameters.

It should be immediately determined that the scope of use of Data Mining is unlimited - it is
everywhere where there is any data. There are two areas in which Data Mining can be used: as a mass
product and as a tool for unique research. Now Data Mining technology is used in virtually all areas of
human activity, where retrospective data is accumulated. Let's consider four main areas of application of
Data Mining technology in more detail: science, business, retail and Web-direction [1,5,7].

Data mining methods can be used both for working with large data, and for processing relatively
small amounts of data (obtained, for example, from the results of individual experiments, or when
analyzing data on the company's activities). As a criterion for a sufficient amount of data, both the
research area and the applied analysis algorithm are considered.

The development of database technologies first led to the creation of a specialized language - the
language of queries to databases. For relational databases, this is SQL language, which provided ample
opportunities for creating, changing and retrieving stored data. Then, it became necessary to obtain
analytical information (for example, information on the activity of the enterprise for a certain period), and
it turned out that traditional relational databases, well adapted, for example, to keep the company
operational, are poorly suited for analysis. This led, in turn, to the creation of so-called. "Data
warehouses”, the very structure of which is the best way to conduct comprehensive mathematical
analysis.

The traditional methods of data analysis (statistical methods) and on-line analytical processing of
OLAP (OnLine Analytical Processing) are mainly aimed at verifying the verified driven data mining and
on the "rough" intelligence analysis that forms the basis of OLAP at that time as one of the main
postulates of Data Mining is the search for non-obvious laws. Data Mining tools can find these patterns
independently and also independently build hypotheses about interconnections. Since it is precisely the
formulation of the dependency hypothesis that is the most difficult task, the advantage of Data Mining in
comparison with other methods of analysis is obvious.

Most statistical methods for identifying relationships in data use the concept of averaging by
sampling, which results in operations on non-existent values, while Data Mining operates with real
values.

OLAP is more suitable for understanding retrospective data, Data Mining is based on retrospective
data to answer questions about the future.

Basic material presentation. The algorithms used in Data Mining require a large number of
computations. Previously, this was a deterrent to the widespread use of Data Mining, but today's growth
in performance of modern processors has eliminated the severity of this problem. Now for a reasonable
time, you can conduct a qualitative analysis of hundreds of thousands and millions of records. Data
Mining is an interdisciplinary industry that originated and developed on the basis of such sciences as
applied statistics, image recognition, artificial intelligence, database theory, etc. (Dr. 1 [1]).
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Dr. 1. Data Mining as an interdisciplinary field

Data Mining's potential gives a "green light" to expanding the scope of this technology. As for the
prospects for Data Mining, the following development directions are possible [2]:

- selection of types of subject fields with their heuristics, formalization of which will facilitate the
decision of the relevant Data Mining tasks related to these industries;

- creation of formal languages and logical means by which formalizing considerations and
automation of which will become a tool for solving Data Mining tasks in specific subject areas;

- creation of methods of Data Mining, capable not only to "extract" from the data of the laws, but
also to form some theories, which are based on empirical data;

- overcoming the significant lagging of the capabilities of the toolkit Data Mining from the
theoretical advances in this area.

Looking at the future of Data Mining in the short term, it is obvious that the development of this
technology is mostly directed at the industry related to Grid-systems for E-Science [3]. E-Science features
characterize the computing infrastructure, which consists of three conceptual levels (Dr. 2).

Knowledge Services

VRN

Data and Computing Information
Services < > Services

Dr 2. Three-level architecture of Grid-services

1. Data / computing services. This level contains information about the location of the computing
resources allocated to the calculation, and on the means of transferring data between different computing
resources. It can process large volumes of data, providing fast networks, and provide diverse resources as
a single metacomputer [4].

2. Information services. Indicates how information is transmitted stored, who has access to it.
Here the information acts as data with value. For example, the identification of an integer as the
temperature of the reaction process, the recognition that the string is the name of a person.

3. Knowledge services. Provides a way in which knowledge is acquired, used, found, published, to
help users achieve their specific goals. Here, knowledge is provided as information used to achieve a
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goal, solve a problem or make a decision.

The concepts considered are an integral part of the so-called information pyramid, which is based
on data, the next level - information, then goes the solution, completes the pyramid level of knowledge.

Grid systems that are already built or built will contain some elements of all three levels. The
degree of importance of using these levels will be determined by the user. Thus, in some cases, the
processing of huge amounts of data will be a dominant task, while in other cases, the maintenance of
knowledge - the main problem. So far, most of the Grid research work has focused on the level of data /
computing and on the information level. At the same time, there are still many unresolved issues relating
to the management of large-scale distributed computing and the effective access and dissemination of
information from heterogeneous sources. It is believed that the full potential of Grid computing can only
be acquired through long-term exploitation of the functionality and capabilities provided by the level of
knowledge. Therefore, this level is required for automated direct simple access to operations and
interactions. It's time for scientists and engineers to oppose Data Mining as an instrument for research
(genetics, chemistry, medicine, nanotechnology). Developers of the national Grid infrastructure of
Ukraine link the future of Data Mining with their use as Grid of intelligent applications embedded in
virtual or corporate data warehouses, as well as in the network of World Data Centers [5-6].

The Data Mining Potential gives "green light" to extend the scope of technology. As for the
prospects of Data Mining, the following development areas are possible:

- allocation of types of subject areas with corresponding heuristics, formalization of which will
facilitate the corresponding Data Mining tasks related to these areas;

- creation of formal languages and logical means by which formalizing considerations and
automation of which will become a tool for solving Data Mining tasks in specific subject areas;

- creation of Data Mining methods, capable not only of obtaining data from regularities, but also to
form certain theories based on empirical data.

- to overcome the essential lagging of the capabilities of Data Mining toolkits on theoretical
achievements in this field [7].

Looking at the future of Data Mining in the short term, it's obvious that the development of this
technology is most directed to areas related to business. In the short term, Data Mining products can
become as common and necessary as e-mail, and for example, be used by users to find the lowest prices
for a particular product or the cheapest ticket.

In the long run, the future of Data Mining is really exciting - it may be the search for intelligent
agents as new types of treatment for various diseases, as well as a new understanding of the nature of the
universe.

However, Data Mining also has a potential danger - as more and more information becomes
available on the Internet, including information of a private nature, and more and more knowledge can be
obtained from it.

Before using data mining algorithms, it is necessary to prepare a set of analyzed data. Since the
IAP can detect only the patterns that are present in these data, the initial data on one side must have a
sufficient volume so that these patterns are present in them, and on the other - be compact enough that the
analysis takes an acceptable time. Most often, data warehouses or data marts are used as input data.
Preparation is required for the analysis of multidimensional data prior to clustering or data mining.

Then the data is cleared. Cleaning removes samples with noise and missing data. The cleared data
are reduced to feature sets (or vectors, if the algorithm can only work with vectors of fixed dimension),
one set of characteristics for observation. A set of attributes is formed in accordance with the hypotheses
about which characteristics of raw data have a high predictive power in relation to the required processing
power for processing. For example, a black and white face image of 100 x 100 pixels contains 10,000 bits
of raw data. They can be transformed into a feature vector by detecting in the image the eyes and mouth.
As a result, the data volume decreases from 10 thousand bits to the list of location codes, significantly
reducing the amount of data analyzed, and hence the analysis time [8-9].

A number of algorithms are able to process missed data that have predictive power (for example,
the customer does not have purchases of a certain type). For example, when using the method of
associative rules, English is not processed by attribute vectors, but by sets of variable dimension.

The choice of the objective function will depend on what is the purpose of the analysis; The choice
of a "correct"” function is fundamental to the successful intellectual analysis of data. Observations fall into
two categories: the training set and the test set. The training set is used to "learn” the data mining
algorithm, and the test set is used to test the found patterns [10].

Conclusion. An important position in Data Mining is the non-triviality of wanted templates. This
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means that the found patterns should reflect non-obvious, unexpected (unexpected) regularities in the
data, constituting so-called hidden knowledge (hidden knowledge). It has come to the understanding that
raw data (raw data) contains a deep layer of knowledge, with a competent excavation of which true
nuggets can be found.

The scope of Data Mining is unlimited - it's wherever there is any data. But in the first place Data
Mining methods were intrigued by commercial enterprises today. The experience of many of these
companies shows that the effect of using Data Mining can reach 1000%. For example, the annual savings
of the UK supermarket network at the expense of Data Mining's implementation is 700,000. Data Mining
is of great value for executives and analysts in their day-to-day business.It's time for scientists and
engineers to seize Data Mining as an instrument for research (genetics, chemistry, medicine,
nanotechnology, etc.). Developers of the national Grid infrastructure of Ukraine link the future of Data
Mining with its use as Grid-intelligence added to the virtual or corporate data warehouses as well as to the
World Data Centers network. But an interdisciplinary task requires the integration of the efforts of
Ukrainian specialists (maybe within the framework of the relevant state program) that work in
universities and academic institutions and are well-known in mathematical methods and have the
experience of creating many unique information processing algorithms to create modern Data Mining
with broad opportunities.
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