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Purpose. In order to solve the increasingly serious energy crisis and environmental pollution problems, to find a clean and
renewable alternative fuel for vehicle engines becomes the only way. In this paper, a hydrogen-fueled engine experiment sys-
tem has been established. And because of some combustion characteristics of hydrogen, abnormal combustion such as pre-
ignition and backfire usually happens. Ignition timing optimization is very helpful for the suppression of abnormal combustion.

Methodology. On the basis of ignition timing data calibrated on hydrogen-fueled engine experiment system, an igni-
tion timing optimization model, which is the function of rotating speed and loading of the engine, is established by the
fuzzy neural network (FNN) combined with the particle swarm optimization (PSO). A simulation experiment has been car-
ried out on the model.

Findings. The experiment results show that the mean absolute error of the prediction is 0.704 and the mean relative er-
ror is 2.2%. The algorithm is capable of fast, accurate forecasts on the best ignition timing of the hydrogen fueled-engine.

Originality. In this paper, a PSO-FNN model was firstly used in the hydrogen-fueled engine experiment system and it
promotes the application of artificial intelligence algorithm in Engineering.

Practical value. The PSO-FNN model was proved to be a very effective approach to optimize the ignition timing, be-
cause it avoids a large number of engine calibration tests and greatly reduces the workload of the experiment and improves

the efficiency.
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Introduction. Nowadays, the energy and resources are
increasingly strained and the living environment is gradually
deteriorated. Countries around the world are aware of the
importance of the search for cleaner and sustainable fuel in-
stead of traditional fossil fuels. For this purpose, people car-
ried out further experiments and research. As a clean, re-
newable energy, the hydrogen fuel provides an ideal
direction to solve the energy crisis because of its advantages
of high heating value, less pollution, etc. Hydrogen has
many unique advantages as an engine fuel, but compared to
fossil fuels, hydrogen fuel trends to generate pre-ignition,
backfire and other abnormal combustion in the combustion
process. The volume power is low and the engine produces
large amounts of NOx at high loads. Ignition timing optimi-
zation of hydrogen fueled-engine is the key technology to
improve engine performance and avoid abnormal combus-
tion, which is the current focus of research. The traditional
ignition timing control method is measuring the parameter
data points under different operating conditions (speed,
load), which conforms to the optimization thought. The col-
lection of the-se points forms a three-dimensional MAP, and
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the data is stored in the ROM of the ECU. In actual engine
operation process, ECU transfers out the best ignition timing
data from the ROM based on the information provided by
load and speed sensors. Then the program does some ap-
propriate amendments, the revised data is passed to the ac-
tuators to control the engine running. But its control law
(namely MAP) needs a lot of engine pre-test to calibrate,
whose workload is voluminous, and it is impossible to take
all conditions into account [1].

Junfa Duan [2] has concerned on the optimizing of the
hydrogen injection timing and pressure to control the back-
fire. Tien Ho and Vishy Karria [3] has built a suite of neural
network models to predict accurately the effect of different
engine operating conditions. Anuj Pal and Avinash Kumar
Agarwal [4] have done a study of laser ignition in a hydro-
gen-fueled engine. Kaname Naganuma and Toru Honda [5]
have researched on the high-pressure direct injection hydro-
gen engine. However, these studies have not solved the
problem of the optimization of the ignition timing of the in-
take port injection hydrogen-fueled engine to solve abnor-
mal combustion in nature. And these researches have not
solved the problem of weak convergence speed and the
weak ability of processing nonlinear data of neural network.
This paper solves these problems by PSO-FNN and can be
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used to get the ignition MAP of the hydrogen-fueled engine
to avoid abnormal combustion.

Fuzzy Neural Network (FNN) has been widespread con-
cerned in different applications for its good abilities of non-
linear function approximation, adapting and learning, and
parallel information processing. It is the subject that scholars
are willing to study now. Using neural network technology
to deal with fuzzy information can effectively solve the
problem of obtaining the fuzzy rules and generating mem-
bership functions. The introduction of the fuzzy logic tech-
nology, which has the ability of logical inference and high
order information processing, can greatly broaden the scope
and ability of processing information for neural networks. It
combines fuzzy logic with neural networks, cannot only
represent qualitative knowledge, but also has the ability of
self-learning and processing quantitative data [6]. However,
the network has the shortcomings of a complex learning
process on network structure and parameters, slow conver-
gence and easy to fall into local optimum, which has limited
its application.

As a stochastic optimization algorithm based on the the-
ory of swarm intelligence, Particle Swarm Optimization
(PSO) guides optimized search based on the swarm intelli-
gence which is produced by cooperation and competition
among the particles of the swarm. As a new optimization
algorithm, PSO [7] has the characters of fast convergence
speed, high robustness, strong global search ability, and
without the aid of the characteristic information of the prob-
lem itself (such as gradient). Combining PSO with neural
networks, optimizing the connection weights of the neural
network based on the PSO algorithm, can overcome above
problems of the neural network better.

In this paper, on the basis of previous studies, a fuzzy
neural network optimization model on the engine ignition
timing was proposed for the issues of complicated calibra-
tion on hydrogen engine ignition timing. And the network
was trained through PSO algorithm to find the right value
and the corresponding optimal fitness, which improved its
shortcomings of slow convergence and easy to fall into local
extreme value. And predict the best ignition timing from the
known data.

Particle swarm optimized fuzzy neural network (PSO
-FNN). Fuzzy neural network theory. Fuzzy Neural Net-
work, which can handle fuzzy information, is a kind of neu-
ral network system that all or part of it is composed of fuzzy
neurons. The neural network has a large number of highly
connected processing elements (nodes), which demonstrates
the ability to learn and generalize according to the training
model or data. The decision-making of fuzzy system is
based on the input which is expressed by linguistic varia-
bles. It’s a kind of new idea that combine fuzzy logic system
with neural networks, which exchanges the design of fuzzy
logic control and decision-making system for the training
and learning of the neural network, so that the neural net-
work provides the fuzzy logic system with the connecting
structure (nature of fault-tolerant, distributed represents) and
learning ability.

Fuzzy neural network model. Fig. 1 shows the forward-
type 4-layer fuzzy neural network [8]. Respectively, the 4
layers are the input layer, the fuzzify layer (membership
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function generating layer), the defuzzify layer, and the out-
put layer, so there are n inputs and one output layer node.

Layerl Layer2 Layer3 Layer4

Fig. 1. Fuzzy neural network structure model

The first layer is a layer accepts external input signal, and
transmits the input value to the fuzzy unit of fuzzify layer.
The layer 2 and layer 3 nodes are terms nodes, they work as
membership function and they, separately, convert the input
values to a certain ambiguity and defuzzify these data ac-
cording to the ambiguity function.

Layer /: input layer.

There are n inputs in this layer, the nodes in the first layer
directly pass the input value to the next layer. The inputs and
outputs are defined by

I,-(I) = Q.(l) =x,i=12,.n .

Where the x; is the input value of the i-th node, then we
can know the input value of a certain node in the first layer.
According to this equation, the connection weight of the first
layer is /.

Layer 2: fuzzify layer.

There are n *m fuzzy nodes in the second layer, which are
divided into n groups, and each group has m fuzzy nodes. The
inputs and outputs of the second layer are defined by

Where m; and o, are respectively the center (or average)

and width (or mean square) of the j-th membership function
of the j-th input and they can be trained. m, may be deemed

to be the connection weights in the layer 2. If a membership
function is completed by using a set of nodes, the function of
each node can be a standard form (such as Sigmoid function)
.And the entire sub-network can be trained off-line with a
learning algorithm (such as PSO algorithm), to achieve the
desired membership function.

Layer 3: defuzzify layer.

The third layer includes m nodes, the inputs and out-
puts are
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Namely, output of the node is the algebraic product of all
inputs.

Layer 4: output layer.

There is only one output node in this layer and the output
is defined by

Where o, is the connection weight between the layer 4
and the j-th node of the third layer.

Compared to ordinary neural network, Fuzzy neural
network constituted like this, can simplify the calculation
of some of the processing unit because of the use of
fuzzy math calculation method. As a result of fuzzy
mechanism, fault tolerance of the system has been im-
proved.

Above all, fuzzy neural network can expand the
scope of information processing of the system to handle
non-deterministic information. At the same time, it
strengthens the methods of information processing of the
system to make the system more flexible when pro-
cessing information [6].

Particle swarm optimization. In addition to ant colony
algorithm and fish swarm algorithm, particle swarm opti-
mization is another group intelligent optimization algo-
rithm in the field of computational intelligence. In 1995,
Kennedy and Eberhart proposed PSO [9] in IEEE Interna-
tional Conference on Neural network. PSO algorithm de-
rived from the study of predation behavior of birds, when
the birds prey, they share the information on food location
among community members. That is, searching around the
bird, which is nearest to the food at present, can accelerate
the speed of targets discovery. PSO algorithm was inspired
by the features of biological population behavior and ap-
plied to solve optimization problems. Each particle in the
algorithm represents a potential solution to the problem,
and each particle corresponds to a fitness value. Velocity
of the particles determines the movement direction and
distance of the particle. It changes dynamically with the
movement experience of its own or other particles to real-
ize the optimization in the entire solution space. In each it-
eration, the particles update themselves according to the
two “extreme value”: one is the personal best, which is the
optimal solution found currently by the particles them-
selves, another is global best, that is, the optimal solution
found currently by the entire group. Compared to other
evolutionary algorithms, PSO is a more efficient parallel-
searching algorithm, simple, fewer parameters and easy to
implement. It can be used to solve a large number of non-
linear, non-differentiable and multimodal complex optimi-
zation problems with high computational efficiency.

Training of neural network based on PSO. When using
PSO to train the neural network, the first step should be en-
code the connection weights among all neurons in the partic-

ISSN 2071-2227, HaykoBui BicHuk HI'Y, 2015, N2 5

ular structure into an individual represented by real-number
strings. Assuming that the network containsD optimized
weights (threshold included), then each individual will be
expressed by ap -dimensional vector X; = (X, X, ),
which is consist of D weight parameters. Its velocity is
V.=(vi.Vis-Vp ), individual extreme value is P=

=(PysPi»Po), global extreme value of the swarm is

P, =(pgl’pg2""pgl)) .

The process of PSO is as follows:

Step /: Particle swarm initialization.

According to particle swarm sizeZ and the above-
mentioned individual structures, a number of individuals
(particles), generated randomly, is formed into a swarm.
Different individuals re-present one set of different
weights in neural networks. Meanwhile, the initial position
X, the initial velocity V", personal best pBest and global
best gBest are initialized. To prevent particles searching
blindly, generally their position and speed are limited in a
certain interval [=X e, X ], [V Vo]

Step 2: Build the network.

Each component of an individual in the particle swarm is
mapped to the weights in the network. Inertia weight con-
stant w (interval [04, 0.9]), non-negative constants ¢ and ¢,

and other parameters are set to build a network.

Step3: Extract training sample randomly.

Step4: Calculate the fitness of each particle.

The mean squared error (MSE), which is produced in the
training set of each network, is calculated to serve as the tar-
get function, that is, the fitness
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Fig. 2. Training flow chart
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Where y; is the predicted output value of the network, ;

is the actual output of the network, X is the number of train-
ing data pairs of each iteration.

Step 5: End judgment.

It can be judged whether an individual meets the termina-
tion condition, if it is, switch into step 7, if not, switch into
step 6 to continue iterating.

Step 6: Update particle velocity and position, Update
pBest and gBest , switch to step 4.

The update of particle velocity and position are respec-
tively based on the formula (1, 2)

k1 K Kk ko k-
Vi =V, +cr, (pid _xid)+czrz (pgd_xgd)’ )

k+1 _

it =xl +vitd =1,2,..D,i=1,2,..n . 2)

Where 7, 7, is the random number between (0,1), & is the
number of iteration.

The method to update personal best and global best is as
following:

The value is compared with the current personal best
gBest , if the current value is smaller than the gBesr , then

current value is assigned as gBest, otherwise not be as-
signed. The update of global best gBest is in the same way.

Step 7: It can be judged whether there is another
sample, if it is, switch to step 3, if not, a set of weights
(global best) are outputted as the optimization results,
and the training ends.

Experiment system of a hydrogen-fueled engine.
Experiment system of a hydrogen-fueled engine [10] con-
sists of eddy current engine test system of DDM series,
bus-type hydrogen supply system, electronic control unit
(ECU) and the hydrogen injection system, etc. The hy-
drogen-fueled engine was converted by the Jialing JH600,
a water-cooled four-valve single-cylinder four-stroke
gasoline engine. The hydrogen of the experiment system
is provided by the hydrogen bottle by using special bus.
The inlet and outlet pressure of the bus are 15Mpa (with-
out reducing valve). Hydrogen flows through the valve
and then flows into the speed switching valves of electro-
hydraulic control. The electronic control unit controls the
open time and duration of the speed switching valve ac-
cording to engine operating conditions. Via the special
injection, hydrogen is injected into the combustion
chamber at the end of the compression stroke. Air flows
through the stable pressure box and then flows into the
intake manifold. Ignition timing is also controlled in ac-
cordance with the engine operating conditions by the
electronic control unit. The experiment system of the hy-
drogen-fueled engine is shown in fig. 3. And the func-
tional block diagram of the system is shown in fig. 4.

The optimization model of IGNI-TION TIMING
BA-SED on PSO-FNN. Algorithm principle. Engine ig-
nition timing (ignition advance angle) 6, has a big im-
pact on the engine power, economic efficiency, emis-
sions and combustion processes [11]. Besides, 6, is a
complex non-linear function of the various engine oper-
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ating parameters (Speed ., load p, coolant temperature
T,, , intake pressure P, , etc.)

0, =f(n.p.T,.P,..).

Fig. 3. The experiment system of the hydrogen-fueled engine
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Fig. 4. The functional block diagram of the system: I —
speed signal; 2 — throttle valve signal;, 3 —
air mass flow signal; 4 — hydrogen mass flow signal;
5 — detonation signal

Its optimization process is complex. This study de-
pends on the modeling and simulation experiment based
on fuzzy neural network, which has the ability of handling
uncertain systems that have no precise mathematical mod-
el, such as complex nonlinear and multivariable systems.
Meanwhile, in order to simplify the workload, modeling
process only takes the speed . (#/min) and load 2, the
two parameters, into account. The fuzzy neural network
has a total of four layers as previously shown. The input
layer has two nodes, that is, the speed 7. and load 2, and
the output layer has only one node, ignition advance angle
0., namely. The fuzzy neural network is trained and tested
based on the ignition timing data calibrated on hydrogen-
fueled engine experiment. The selected data is fully taken
the engine optimization indicators in different conditions
into account. The connection weights in the network can
be calculated by the function of self-learning of the neural
network combined with the particle swarm optimization
algorithm. Then the trained network can be used to predict
the ignition advance angle. Some of the ignition advance
angle training samples of the hydrogen-fueled engines are
shown in the table.
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Table
Ignition Advance Angle of Training Samples
Load Speed Speed Speed Speed
p!% 650 950 1250 1550
19.40 48.55 48.60 48.65 48.70
32.30 4295 43.75 44.55 45.15
45.20 34.60 3530 36.60 37.90
51.60 30.20 3030 30.60 31.10
7740 20.40 20.40 20.50 20.70
87.10 20.10 20.20 20.20 20.35
100.00 19.80 19.90 19.95 20.05
Load Speed Speed Speed Speed
p!% 2150 2300 2750 3050
19.40 48.80 48.81 48.95 49.50
3230 46.15 46.35 47.00 47.15
45.20 40.50 41.10 42.50 42.70
51.60 34.20 35.50 3830 38.90
77.40 2220 24.80 28.50 28.60
87.10 21.60 23.25 25.50 25.50
100.00 20.30 20.50 20.90 21.00
Load Speed Speed Speed Speed
o/ % 3350 3650 4250 4550
19.40 49.10 49.15 49.25 49.35
32.30 4725 4735 47.50 47.65
45.20 42.90 43.00 43.30 43.40
51.60 39.40 39.60 39.80 40.00
7740 28.60 28.60 28.70 28.70
87.10 25.60 25.60 25.70 25.70
100.00 21.05 21.10 21.20 21.30

Simulation test. In this study, a fuzzy neural network
based on particle swarm optimization (PSO-FNN) is set up
and the simulation operation is conducted on the MATLAB
software. The fuzzy neural network adopts the pattern of
2-6-3-1, that is, the number of nodes in each layer are: 2, 6,
3,1 (n=2,m=3). The parameters of the fuzzy neural net-
work are: the number of weights (dimension of the vector)
D=2*m*n+m=15, the termination condition is iterating
100 times, the number of training data pairs of each iteration
K is 84. The parameters of particle swarm algorithm, chosen
for the fuzzy neural network weights optimization, are:
swarm size Z= 40, inertia weight constant @= 0.7,
¢, =c, =149 iteration number is 100, maximum speed

V... =2, maximum position X =10.

Results. In order to verify the optimization effects of
PSO-FNN algorithm for hydrogen-fueled engine ignition
advance angle, the training samples are inputted to the
neural network and trained, part of the test samples are
used to verification. The results show that the modeling
and simulation of the engine ignition timing using PSO-
FNN have achieved the desired effect. Fig. 5 shows the
convergence curve of the error (MSE) by using PSO-FNN.
When the number of iterations only reaches 16, the error
precision is 0.007233, and the convergence rate gradually
slows down. When reaching 100 iterations, the error pre-
cision is 0.003939, which is the desired result.
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The results of the calculated value and the actual cal-
ibration value of the test samples are as shown in fig. 6.
It is clear in the figure that in the 42 test samples, the re-
sult of each calculated value is very close to the corre-
sponding actual value, which means the ignition timing
prediction satisfies the expectations under different con-
ditions. The mean absolute error between the calculated
value and the actual value of PSO-FNN is 0.704, the mean
relative error is 2.2%, the maximum absolute error is
1.412 and the maximum relative error is 6.1%.

L L L L L
0 20 a0 ) 50 &0 70 80 %0 100
Heration

Fig. 5. The convergence curve of the error (MSE) by using
PSO-FNN

Calculatad and Actusi Valua
T

X %
Hambes of Samples

Fig. 6. Calculated values and the actual calibrated values of
the test sample

Conclusions. The hydrogen-fueled engine ignition
timing optimization simulation model based on particle
swarm optimization-fuzzy neural network algorithm is
built in this paper, it has the ability of self-learning, solv-
ing nonlinear problems of the fuzzy neural network and
the advantages of high efficiency and handling multiple
individuals of the particle swarm optimization algorithm.
The experimental results show that the PSO-FNN model
works well, with the advantages of stable, high precision
and high speed, to achieve the optimal prediction of the
engine ignition timing and form the best ignition MAP to
avoid the abnormal combustion of the hydrogen-fueled
engine, which has a strong practicability in engineering
and scientific research.
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Mera. €IUHUM NUIIXOM BHUPIMICHHS HApOCTAIOUMX
npoOJieM CHEPreTHYHOI KPH3U Ta 3a0pYAHCHHS JOBKLLIS
CTa€ MOUIYK €KOJIOTIYHO YMCTOrO MOHOBIFOBAHOTO AJIbTEP-
HATHBHOTO MaJIMBa /I aBTOMOOUILHUX JIBUT'YHIB. Y po0oOTi
MPENICTABIICHE CKCIICPUMEHTAIBHE JIOCIIKCHHS JIBUTYHIB
Ha BOJIHEBOMY MaJIMBI. 3Ba)KAIOYM Ha JIEsKi XapaKTepHUCTH-
KU TIPOIIeCy TOPIHHS BOJHIO, YaCTUMH € CUTYallil BUHUK-
HEHHsI PaHHBOTO 3allajieHHs (IlepeayacHoro 3aiiMaHHs) Ta
3BOPOTHOTO CIajiaxy (3BOPOTHOTO ymapy). OmnTumizarist
BUIICPEDKCHHSI 3alIaJICHHS CIIPHSE 3a00IraHHIO BiIXUICHD
y TIPOLIECi 3TOPaHHS.

Metoaunka. Ha ocHOBI JaHHX IOJI0 PEryITIOBaHHS 3a-
NaJICHHs IBUTYHA Ha BOAHEBOMY NaJMBi, OTPHMAaHHX Ha

130

eKCIIepUMEHTalIbHII cucTeMi, po3poblieHa MOJENb OITH-
Mi3arlii BUNICPEDKCHHS 3aaiCHHS, 1110 € (YHKIIIEI0 YacTo-
TH 00epTaHHsS Ta HABaHTAKCHHSA IBUI'YHA. BoHa rpyHTY-
€TBbCS HA HEHPOHHIM Mepexki 3 HEUiTKOK IIOTIKOK Ta
ONITUMI3aIlil METOJIOM POro JacTok. Momens Oyna excrre-
PUMEHTAIBEHO NIPOTECTOBAHA.

Pe3yabTaTn. ExcriepuMenT 1mokasas, 1o cepeaHs ad-
COJIFOTHA MTOXHMOKa PO3paxyHKIiB ckiamae 0,704, a cepequs
BIJIHOCHA TIOXUOKA — 2,2%. 3ampONOHOBaHHUI arOPUTM 10~
3BOJISIE BUPOOJISITH IIBHAKUKA 1 TOYHMI pPO3paxyHOK Haid-
KpaIoro KyTa BHIEPE/DKCHHS 3allaleHHs] y JBUTYHAX Ha
BOJIHCBOMY TIAJTHBI.

HayxoBa HoBH3HA. Yriepile B eKCIIEPUMEHTAIBHIN CH-
CTeMi JIBUT'YHa Ha BOJHEBOMY NaJIMBI BUKOPHCTAHA MOJEIb
Ha OCHOBI HEHPOHHOT MEPEKi 3 HEUITKOIO JIOTIKOKO, ONTHMi-
30BaHOI0 METOJIOM POIO YACTOK, IO TPOCYBAE BUKOPHUCTAH-
HS QJITOPUTMIB IITYYHOTO iHTEJIEKTY B MAIIMHOOYTyBaHHi.

IpakTinyna 3Haunmicth. [loBeneHa eheKTHBHICTh BU-
KOPHCTAHHS MOJIe)Ti Ha OCHOBI HEHPOHHOI MEpeKi 3 HewiT-
KOIO JIOTIKOIO, ONTHMIi30BaHOIO0 METOIOM OO YacTOK SIK TTi-
JIXiJl 10 ONTHMi3allil BUNEepe/HKeHHs 3ananeHHs. BoHa 103-
BOJISIE OOXOJMTHUCST O€3 BENTMKOI KUIBKOCTI KamiOpyBaJbHUX
BUIPOOYBaHb, 3HAYHO 3MEHIIYE TPYAOMICTKICT EKCIepH-
MEHTIB 1 MiIBHIILYE €(DEKTHBHICTb.

KurouoBi ciioBa: retiponna mepedica 3 Hewimxow 10ei-
KO0, ONMUMI3AYIsE MEMOOOM PO HYACMOK, OBUSYH HA 600~
HeBOMY Nausi, BUNEPeON’CeH s 3aNaleHH s, ONMUMI3ayis

Heab. EAMHCTBEHHBIM MyTeM pEIIEHUs] HapacTarOMIUX
TPOOIIEM SHEPTreTHIECKOTro KpU3nca U 3arpsi3HEHUS OKpyKa-
IoLIeH cpejibl CTAHOBUTCS MOUCK DKOJIOTMYECKH YUCTOTO BO-
300HOBJIIEMOTO AIFTEPHATUBHOTO TOIUINBA JUISI aBTOMOOH-
JIBHBIX JIBUTaTesniei. B paboTe mpencTaBieHo SKCIiepUMeHTa-
JIEHOE WCCTIEI0BAaHNE JIBUTaTeNel Ha BOJOPOAHOM TOTLIMBE.
BBy HEKOTOPBIX XapaKTEPHCTHK TIpOIecca TOPEHHs BO-
JIOpOJIa, YaCTBIMH SIBISIOTCSI CHUTYalliM BO3HHKHOBCHUS
PaHHETO 3XHUTraHus (MPEKICBPEMEHHOTO BOCIUIAMEHEHUSI)
n oOparHOW BenblkK (0OpaTtHOro ynapa). Onrumuzanus
ONEPESIKEHUS 3KUTaHUsI CIIOCOOCTBYET MPEIOTBPAILICHHIO
OTKJIOHEHHH B IIPOLIECCE CTOPAHMSL.

Mertoauxa. Ha ocHOBe TaHHBIX O PETYJIMPOBKE 3aKHUTra-
HUA JIBUTaTeNs Ha BOJOPOIHOM TOILIMBE, TOJMYYEHHBIX Ha
9KCIEPUMEHTAJIHOH CHCTEMe, pa3paboTaHa MOENb ONTH-
MH3ALIY OTICPEKEHUSI 3KUTaHusI, KOTOpast SIBJIseTcsl (PyHK-
Ll YacTOTHI BpaIlleHUs X Harpy3ku asuratens. OHa OCHO-
BBIBAE€TCS Ha HEHPOHHOM CeTH C HEYETKOM JIOTMKOH U
ONTHMH3ALIMM METOAOM pOsi yacTHil. Mozenb Obla JKcrie-
PUMEHTAIBHO IPOTECTUPOBAHA.

Pe3ynbTarbl. DKCTIEPIMEHT TOKAa3aJl, YTO CPEemHssi ad-
COJIFOTHAS [IOTPELIHOCTh pacyeToB cocTasiseT 0,704, a cpen-
HSIS1 OTHOCUTENbHAs MOIPEIIHOCTb — 2,2%. [IpennoxeHHbli
QJITOPUTM TIO3BOJISICT TIPOM3BOIUTH OBICTPHIM M TOUHBIH pac-
YeT HAWIy4IIero yIjla ONepeKeHNs 3aKUTaHUsS B JIBHTATe-
JISIX Ha BOJIOPO/THOM TOIUIHBE.

Hayuynasa HoBu3Ha. BriepBble B dKCIEpUMEHTAILHON
CHCTEME JBUTaTeNsl Ha BOAOPOAHOM TOILUIMBE UCIONB30Ba-
Ha MOJIEJIb HA OCHOBE HEHPOHHOM CETH ¢ HEYETKOH JIOTU-
KOM, ONTUMM3MPOBAHHONW METOJAOM pOs YaCTHLl, KOTOpas
MPOJBUIaeT UCIOJIB30BAaHUE AITOPUTMOB HCKYCCTBEHHOTO
HHTEJUIEKTa B MAIIMHOCTPOSHUU.
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IHOPOPMALIWHI TEXHONOTII, CACTEMHUN AHANI3 TA KEPYBAHHA

Ipakrnyeckast 3HAYMMOCTb. J[okazaHa P HEeKTHBHOCT
HCIOJIb30BAHUST MOJICNIM HA OCHOBE HEMPOHHOM CETH C He-
YETKOM JIOTMKOM, ONTUMHU3UPOBAHHON METOJIOM POsl YaCTHL,
B KayecTBE MOAX0/a K ONTUMHU3ALMK ONEPEKEHUs 3aKura-
Hust. OHa 1I03BOJISIET 0OXOIUTHCS 0e3 OOJIBIIOro KOJIMYECTBA
KTHOPOBOYHBIX HCITBITAHHH, 3HAYUTEIIHHO YMCHBIIIACT TPY-
JIOEMKOCTh SKCIIEPIMEHTOB U MOBBIIIACT YPPEKTUBHOCTb.

Defa Hu',
Zhuang Wu?,
Lingbing Tang'

KunioueBble ciioBa: neliponnas cemv ¢ HEUEMKOU 102U~
KOU, ONMUMU3AYUsL MEMOOOM POsl Hacmuy, 08U2amenb Ha 60-
OOPOOHOM MONIUGE, ONEPENCEHUE 3AANCUSAHUS, ONMUMU3A-
yust

Pexomenoosano 0o nybrikayii Ooxm. mexH. HAYK
B.I. Kopnienuxom. [lama naoxoooicenns pykonucy 15.09.14.

1 — Hunan University of Commerce, Changsha, Hunan, China
2 — Information College, Capital University of Economics and
Business, Beijing 100070, China; e-mail: lingbingtang@gmail.com

IMAGE FEATURE CLASSIFICATION BASED ON PARTICLE SWARM
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O3HAKOBA KTACUDPIKAILIA 30OPAKEHHA HA OCHOBI
HEMPOHHOI MEPEXI I3 BACTOCYBAHHSIM METOJY POIO YACTOK

Purpose. The purpose of image feature classification is to divide an image into several meaningful regions according to
certain features, making these features the same or similar in a certain region but significantly different in different regions. In
this paper, we will investigate the role of neural network and particle swarm optimization (PSO) in the image feature classifi-

cation.

Methodology. We propose the image feature classification method that combines PSO with neural network. BP neural
network has been extensively applied in feature classification and it can classify specific objects or features through early
learning, however, BP neural network algorithm also has many defects, including slow convergence speed and easiness to be
trapped in local optimum. PSO optimized neural network fully exhibits its global search ability and parallel operation ability.

Findings. Firstly, we take the gray image with specific object as the object to be segmented, study the samples with PSO
neural network and get the training network. Secondly, we take the pixel matrix of the image as the input vector and put in the
well-trained network for classification. Finally, the image feature classification can be realized.

Originality. We made a study of image feature classification based on the particle swarm optimization neural network.
We discussed the theory of image feature classification, basic principles of PSO and neural network.

Practical value. We have also conducted the simulation experiment to confirm that the method suggested in this paper is
a feasible one. We have proved that it has higher convergence speed and stronger robustness. Through the highly-efficient
processing, this method can obtain important information and achieve excellent effect when used in the segmentation of the

objects in complicated scenes.

Keywords: gray image, feature classification, particle swarm optimization, BP, neural network, segmentation

Introduction. Image feature classification is one of
the basic questions of image processing and computer vi-
sion, and it has gained more and more attention in the
field of image analysis and processing in recent years.
Due to gray scale, frequency spectrum, texture and so on,
posed in images, it becomes a complex task to be solved
[1]. Image segmentation, object separation, feature ex-
traction and parameter measurement will transfer the
original image into a more abstract and compact form,
making it possible for high-level analysis and under-
standing. Image feature classification is the foundation of
image understanding and recognition and the research on
image feature classification has always been a research
hotspot of digital image processing techniques, and it is
also a key step of image analysis [2].

Image feature classification serves as a connecting
link in the image engineering and it lies between the low-
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and high-level processing. Although foreign scholars
have made extensive research on the techniques of image
feature classification, it is still very difficult to find a re-
liable image feature classification method. Every seg-
mentation algorithm performs the segmentation by using
certain specific characteristics of the image. The algo-
rithm suitable for the segmentation of a certain kind of
image may not be able to do the segmentation on another
kind or it is possible that different segmentation methods
are required in segmenting different regions of the same
image [3]. Many current techniques are not fit for real-
time or approximate real-time processing. So far, an in-
creasing number of scholars have begun to apply such re-
search achievements as intelligent algorithm theory, neu-
ral network, fuzzy theory and wavelet transform theory
into the image feature classification, thus bringing ad-
vanced image feature classification techniques, which in-
tegrate specific mathematical methods into being. This
paper considers image feature classification as a kind of
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