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ANALYSIS OF THE REGRESSION MODEL OF THE ENTERPRISE’S
FINANCIAL ACTIVITY BY RESEARCH ON RESIDUAL ERROR

Purpose. Improvement of regression economic-mathematical models taking into account the influence of residual error as a
random variable.

Methodology. Methods of economic-mathematical modeling, regression analysis are used. The real conditional law of distri-
bution of residual error as a complete characteristic of a random variable is applied.

Findings. A scientific and practical approach to economic and mathematical modeling based on the study on residual error, to
improve the construction of regression equations.

Originality. For the first time, the application of residual error analysis as a random variable has been proposed in order to
construct its conditional differential distribution function, which allows improving the quality of economic-mathematical model-
ing in the form of regression equations. The use of the proposed method of taking into account the residual error allows eliminat-
ing the negative impact of the violation of the conditions of the properties of the residual error in the implementation of economic
and mathematical modeling using regression equations.

Practical value. The analysis of the obtained results of economic-mathematical modeling of economic activity of Inhulets Min-
ing and Processing Plant on significant statistical material with the use of the developed algorithm of residual error research con-
firmed the effectiveness of the proposed approach. It is recommended to include the developed algorithm taking into account the

properties of the residual error in the practice of managing the financial activities of mining enterprises.
Keywords: mining enterprises, regression, model, residual error, scedasticity, financial activity

Introduction. The current status of Ukraine’s mining indus-
try is causing concern. This to a significant degree results from
the current economic conditions. In the situation like that it is
very important to timely assess problems in mining enterprises’
activities. At the same time, the vigorous flow of events causes the
necessity to apply new approaches based on modern mathemati-
cal tools supported by the latest advances in digital technologies.
Mathematical modeling is one of possible efficient methods. It is
quite obvious that this type of modeling should provide adequate
description of economic phenomena. Considering the fact that
there is uncertainty in economic events under study, regression
models are used in mathematical modeling. That is why when
building such models, it is necessary to apply substantiated
methods. In particular, it is rather important to consider condi-
tions set when building regression models. The regression model
built with non-observance of requirements to residual error
properties produces distorted results. So, it is very important to
consider real properties of the residual error when modeling.

Literature review. Mathematical-statistical methods based
on the traditional methodology are used along with conven-
tional statistical methods of data analysis to study real social
and economic phenomena.

Complexity of application of mathematical-statistical
methods involves more enhanced disclosure of the essence,
regularities and trends of development of certain phenomena
and processes to adequately represent properties, reserves and
prospects of development and ways of enhancement.

Current research studies in the field of economics and ap-
plication of their results to production mostly deal with analysis
of enterprises’ activities through their economic-mathematical
modeling. Modeling efficiency and methods of its assessment
are studied in works by academic economists Chornous G. O.
[1], Sheremet A. D. [2], Savitskaya G.V [3] and others. In par-
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ticular, the content of mathematical modeling of economic ac-
tivities is treated in works by Vitlinskyi V. V. [4], Kyzym M. O.
[5], Ponomarenko V.S [6], Trided O. M. [7], Udalykh O.O. [8],
the geometric mean of the indicators that, according to the au-
thors, determine efficiency of enterprises’ production manage-
ment is suggested as a criterion of efficiency. U. Mereste sug-
gests the matrix method to measure production efficiency [9]
that will enable determining changes in functioning and finding
reserves for enhancing performance of an enterprise. Levchen-
ko O. M. states that analysis of components of economic activi-
ties of the enterprise reveals significance of the economic con-
stituent [10]. Burkova L. A. suggests singling out systems of in-
dicators that will enable assessment of enterprise performance
efficiency [11]. Issues of methods of statistical assessment of the
economic strategy of enterprises that facilitates formation of
their strategic development model are treated in [12]. Solution
of practical tasks that can be described by a mathematical mod-
el is detailed in [13], (Aczel A., Sounderpandian J., 2008).

Unsolved aspects of the problem. Along with that, impacts
of uncertainty and randomness in economic-mathematical
modeling are still understudied. In particular, this applies to
specificity of using regression models where the aspect of re-
sidual error properties is treated simplistically.

Purpose. The article aims to study residual error properties
and consider them in economic-mathematical modeling when
building a regression model.

Results. Attention is paid to issues of impacts of the residual
error when building a regression model on the quality of eco-
nomic-mathematical modeling. One should mention the
Durbin-Watson statistic, which is a test for autocorrelation of
residuals (Babak, V., 2001). Autocorrelation of residuals can be
a significant problem when applying classical methods of time
series analysis. In regression models describing dependencies of
interrelated random values, it decreases efficiency of the LSM
application. The impact of heteroscedasticity on the quality of
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economic-mathematical modeling is analyzed by the Goldfeld—
Quandt test [14]. However, how the output variable is changing
here is not still obvious. To solve this problem, let us study a
simple one-factor regression model of the dependency of the
output variable (y) on the input variable (x) in the linear form

y=a+b-x+u, (1)

where a, b are parameters; « is disturbance.
To find the parameters of (1), the system of equations
should be solved using the statistical data

a+b-x=y;+u;, i=1,.., N,

where N is the statistical data quantity.

It is obvious that when the number of statistical data ex-
ceeds two, the number of equations is greater than that of un-
knowns and this equation system is incompatible. Along with
that, using the generalized decision definition, it is quite natu-
ral to solve the system by the least squares method (LSM). For
this, the sum of disturbance squares should be minimized in
each of equations

Q(ab)_ﬁ;.

The simple form of function (2) enables solving the mini-
mization task (2) equating the partial derivatives of function
(2) to zero, i.e.

(a+b X; — y,)z. ?2)

[\/]z

i=1

aQ(a,b) ~ aQ(a,b)
da ab

As function (1) is linear with respect to parameters, then
(2) is a quadratic function that determines linearity of equa-
tion system (3)

=0. 3)

El

a+b-x=y
Where
X 1 X — X

Zx i

Equation system (4) is solved with the help of Cramer for-
mula

a =2y, ©)
A A
_ _ _
where A=| —[; Aj=|— —[} Ay=|_
X x xy x? X xy

Thus, according to (5), the regression equation found by
the LSM can be written as follows

y=a +b"-X.
Along with that, according to (1) and (5), the following is
possible
y=a"+b"-x+u, (6)
or
u=y—-a —->b"-x. 7)
Thus, residual error values can be found
u=y;—a" -b"-x;, i=1,.,N. 8)
Further on, let residual errors be uncorrelated, i.e. there is
no autocorrelation. In particular, this can be checked using the
Durbin-Watson statistic. Also, let us assume that there is mono-
scedasticity of residual errors that can be checked by the Gold-
feld—Quandt test. Availability of statistical data of residual error
values found by (8) enables a histogram of values of these errors.
Approximation of the histogram by a continuous function
makes it possible to build a differential function of distributing
the residual error as a continuous random value. Let this dif-
ferential function of residual error distribution look like f(u).

It should be noted that Pearson’s chi-squared test can be
used to confirm the assumption about the distribution law [15].

Considering the fact that function (7) in relation to y is
monotonically increasing and differentiated, inverse function
(6) exists and is monotonically increasing and differentiated
too. Ifthe interval (u, u + Au) is set, then the interval (y, y + Ay)
can be obtained with the help of function (6). Events (u < U<
<u+Au) and (y < Y<y+ Ay) are identical, so the correspond-
ing probabilities are equal

Plu<U<u+Au)=Py<Y<y+Ay).

Then, according to the definition of the differential func-
tion of distribution of the continuous random value Y, we have

N ):Alm P(y<Y<y+Ay): " P(u<U<u+Au):
y—0 [&y Ay—0 [&y

. P(u<U<u+Au) Au ,
:Alglo Au 'fy:f<u(y))-u (y)
Au—0
Thus, the function
8 =f(u(y) - u'(y),

determines the differential distribution function of equation
(1) and is the total characteristic Y as a random value.

Considering (7), formula (13) looks like the following and
is the conditional law of distribution with respect to the vari-
able x

gu/x)=fy—a"-b"-x). )
According to (14), the mathematical expectation of ¥ can
be found as follows

M[Y/x]=[y

where y, ¥ are upper and lower bounds of variation of y.
In its turn, the mean-square deviation is found by the for-

mula
(Fy/ \/

It should be noted that the determined characters (10) and
(11) are conditional as they depend on the variable x. Moreover,
formula (10) determines theoretical regression of Y against X,
and formula (11) determines scedasticity of Y against X.

Formula (9) enables calculating the probability of the pre-
set deviation from regression line (10). For this, the following
formula is used

f(y—a*—b*-x)dy, (10)

= '—.‘t\

(y M[Y/x}) f(y=a'=b"x)dy. (1)

I'e =<

M[Y /x]+A

P(|Y—M[Y/x}|<A)f [ r(y-a -b'x)ay,
[Y/x] A
where A is the preset deviation from the regression line.

It is deemed reasonable to consider the regression model
analysis in order to study residual error impacts using the ex-
ample of assessing the financial performance of Inhulets Min-
ing and Concentration Works (InGZK) in the city of Kryvyi
Rih [16, 17]. The calculations were Mathcad-based [18]. It
should be noted that statistical substantiation of the obtained
results was not performed to the full extent due insufficient
material provision. However, in terms of quality, these results
are true.

Table 1 presents the relevant statistics of InGZK. Based on
the data, dependency of income on current assets values is
considered over a certain time interval [16, 17].

The regression model of dependency of income (Y) on the
current assets value (X) is found as follows

y=a+b x+u, (12)
where a, b are parameters, u is disturbance.
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Statistics of InGZK production

Table 1

Years In;&f;;&%) Curre(rgis;ts ) x2 Xi Regression (LSM) u;
2001 796 086 378 681 1.43399E+11 3.0146E+11 2576 085 —1779999
2002 886 660 348 862 1.21705E+11 3.0932E+11 2563969 -1677309
2003 1136 460 525939 2.76612E+11 5.9771E+11 2635920 —1499460
2004 1446 530 406 689 1.65396E+11 5.8829E+11 2 587 465 —1140935
2005 2053653 835021 6.9726E+11 1.7148E+12 2761 508 -707855
2006 2084934 852 886 7.27415E+11 1.7782E+12 2768 767 —683833
2007 2998 135 1617 929 2.61769E+12 4.8508E+12 3079 624 —81489
2008 6 441 396 6726 606 4.52472E+13 4.3329E+13 5155414 1285982
2009 4384200 5632716 3.17275E+13 2.4695E+13 4710938 -326738
2010 8897 838 7225286 5.22048E+13 6.4289E+13 5358 041 3539797
2011 9875431 11 822216 1.39765E+14 1.1675E+14 7225895 2649536
2012 9986 708 12263 759 1.504E+14 1.2247E+14 7 405 305 -326738
2013 10 352 257 17 185 530 2.95342E+14 1.7791E+14 9405 150 947107
2014 11 341 151 17 032 936 2.90121E+14 1.9317E+14 9343 147 1998004
2015 9489 519 25161 471 6.331E+14 2.3877E+14 12 645985 -3156466
2016 11 306 531 23 501 747 5.52332E+14 2.6572E+14 11 971 596 —665065
2017 15 711 286 35096 304 1.23175E+15 5.5141E+14 16 682 770 -971484
2018 18 706 815 40 843 517 1.66819E+15 7.6405E+14 19018 014 -311199
Average 7 105 310.6 11 525 450 2.83052E+14 1.4293E+14
According to the data of the last row of Table 1, system (4) 045
is written as follows 04
0,35
a+115254506=7105310.6 g o
11525450a+2.83052-1015 =1.4293-10"" &
According to (6), solution of system (19) looks like E U:j
a*=2422217; b*=0.406. (13) 005 = ]
ol — ——,

Thus, according to (19), the regression equation looks like
y=2422217 + 0.406x. (14)

The residual errors calculated by (5) are given in the last
column of Table 1 as the difference between values of the sec-
ond and the next to last columns of Table 1.

Fig. 1 presents the histogram of residual error values ac-
cording to Table 1.

Approximation of the histogram in Fig.1 is represented by
the cuspidal function

0, u<-32-10°
£(#)=12.113-107 ~1.65-10 227, 3.210° <u<3.6-10° (15)
0, u>3.6:10°

At that, the determination coefficient is R> = 0.819.

It should be noted that for finite function (15) the proper-
ties that should occur for differential functions of distribution
are fulfilled on the whole. In particular, the function is nor-
malized to 1, i.e.

jf f(u)du=1.

Fig. 2 presents the graph of function (14).
According to (9), the differential function of the output

variable distribution is written as
g(y/x)=f(y—2422217 - 0.406x). (16)

Fig. 3 presents the graph of the conditional distribution
law (16) at the fixed value of the variable x
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g/x=2.5-106 =fy — 1 407 217). (17)

According to (10 and 17), the conditional mathematical
expectation makes

3107
M{)Y(zz.s.mﬁ}: j y-f(y-1407217)dy =3.464-10°.
0

Accordingto (11) and (17), the mean-square deviation makes

o[ ¥/x=2.510]=

=\/3Ty (y—M[Y/X:2.5-106])2f(y—1407 217)dy =1.578-10°.

0

In the general case, conditional characters are functions. Ac-
cording to (10), the theoretical regression of Y against X is found

3107

M[Y/x}: jy-f(y—2422217—0.406x)dy. (18)
0

Fig. 4 presents graphs of dependency of income on current
assets values. Analysis of the graphs (Fig. 4) shows that the
graph of formula (13), i.e. built applying the LSM, is identical
to that of formula (17), which is theoretical regression. This co-
incidence proves the right choice of the approach to the study.

Use of (11) in the form

3107 2
Gy:\/ [ (y_M{YD f(y-2422217-0.406x)dy,
F x

enables determining scedasticity of Y against X, whose line is
presented in Fig. 5.

According to (10), probability of the preset deviation of the
output variable from the regression line can be determined.
Using (16 and 18), the following is written

< A]dy =

P[
T -/ (y-2422217-0,406x )dy-+A (19)
f(y—2422217-0.406x ) dy.

m_f) - f(y-2422217-0,406x )dy—A
0
Fig. 6 presents graphs of (19) that demonstrate dependen-
cy of probability of the preset deviation of the output variable
on the regression line. Deviation is preset in fractions of the
mathematical expectation, i.e.

6107
Y- j y-f (y-2422217-0.406x)dy
0

6107

A(x)=8 j y-f (y-2422217-0.406x)dy ,
0

where & is a fraction of the mathematical expectation (19).
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It can be observed that when the value of current assets in-
creases, probability of the output variable to fall in the interval
limited by the preset deviation rises. Moreover, if the interval in-
creases, i.e. when § rises, probability of the output variable to fall
in the interval at the constant value of current assets also rises.

Finally, it should be mentioned that the conducted study
on the residual error enables analyzing the regression model at
economic-mathematical modeling through application of the
real conditional differential function of residual error distribu-
tion as its total characteristic.

Conclusions. Market relations in Ukraine require applica-
tion of modern management methods based on economic-
mathematical modeling. Special attention should be paid to
adequacy of mathematical models as they are synthesized con-
sidering uncertainties. As regression analysis is used when
building models, accuracy of conclusions is impacted by the
residual error. Studying the residual error enables analyzing a
regression model at economic mathematical modeling through
application of the real conditional law of residual error distri-
bution as its total characteristic as a random value. Analysis of
economic performance of Inhulets Mining and Concentration
Works confirms efficiency of the suggested algorithm.
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Meta. YaocKoHalleHHSI perpeciiHuX eKOHOMiKOo-maTe-
MaTUYHUX MOJeNeil 3 ypaxyBaHHSIM BILTUBY 3aJIMIITKOBOI TO-
XMOKU SIK BUTIAJIKOBOI BEJTUMUNHU.

Meroauka. Bukopucrani MeToaM €KOHOMiKO-Marema-
TUYHOTO MOJEJIOBaHHS, perpeciifHoro aHajizy. 3acTocoBa-
HO peaJibHUii YMOBHMI 3aKOH PO3MOJiJIY 3aJMIIKOBOI IMO-
XMOKH SIK TTOBHOI XapaKTePUCTUKU BUMAIKOBOI BETMYMHMU.

Pesyabratn. CchopMoBaHO HAYKOBO-MPAKTUIHUMA TTiAXil
IO EKOHOMIKO-MaTeMaTUYHOTO MOJICTFOBAHHST Ha OCHOBI J10-
CJIIIKEHHS 3aJIMIIKOBOI TOXMOKM 3aU1s1 YIOCKOHAJIEHHS 10~
Oyn0BU perpeciiHuX piBHSIHbD.

HaykoBa HoBHM3HA. YTiepiiie 3aITpOITIOHOBAHO 3aCTOCYBaH-
HS aHaJTi3y 3aTUIIKOBOI MTOXUOKM SIK BUTIAIKOBOI BEJTMUMHU 3
METOI0 NTOOYI0BM 1 yMOBHOI AuepeHLiaJbHOI (PYHKIIIT po3-
MOy, 10 O3BOJISIE MABUIIATU SIKICTh €KOHOMiKO-MaTe-
MaTMYHOTO MOJICJIIOBAHHS Yy BUIJISIAI perpeciiHux piBHSIHb.
BukopucraHHsT 3amIpOIIOHOBAHOTO METOIY BpaxXyBaHHS 3a-

JIMIITKOBOI ITOXUOKM O3BOJISIE YCYHYTH HETaTWBHUI BIUIUB
MOpPYILIEHHS] BUKOHAHHSI YMOB BJIACTUBOCTEN 3aJMIIKOBOI
MoXuOKU MpU peatizallii EKOHOMiKO-MaTEMAaTUYHOTO MOJIe-
JIIOBAHHS 3a IONIOMOTOI0 PEerpeciiiHUX PiBHSIHb.

IIpakTuyHa 3HaYMMiCTb. AHasi3 OTPUMaHMX DPE3YJIbTATiB
€KOHOMiKO-MaTeMaTUYHOTO MOJETIOBAHHSI €KOHOMIUHOI [i-
SUTBHOCTI [HIyJIelIbKOTO TipHUY0-30arauyBajibHOrO KOMOiHATY
Ha 3HAYHOMY CTATHUCTUYHOMY MaTepiaai i3 3aCTOCYBaHHSM
PO3pO0JIEHOTO AJTOPUTMY TOCTIIKEHHS 3aJTUIIKOBOI TTOXUO-
KU MiITBEPAMB AI€BICTD 3aIIPOIIOHOBAHOTO Miaxony. PekomeH-
MYETHCST BKITIOYUTH PO3POOJICHMIA alTOPUTM i3 BpaxyBaHHSIM
BJIACTUBOCTEN 3aJIMIIKOBOI TTOXMOKM 0 MPAKTUKU YIIPaBJIiH-
H$ (PiHAHCOBOIO MiSTBHICTIO TiPHUYOPYIHUX MiANPUEMCTB.

KurouoBi ciioBa: eipruuopydui nionpuememaea, peepecis, mo-
deab, 3a1UmK08a NoxXubka, ckedacmu4nicms, (PiHancosa 0isnb-
Hicmb
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Ilean. YcoBepileHCTBOBaHUE PETPECCUOHHBIX 9KOHOMMU -
KO-MaTEeMaTUYECKMUX MOJEJIC C yUeTOM BJIMSIHMSI OCTaTOY-
HOW MOTPEITHOCTU KaK CIIy9aliHOW BETUYUHBI.

Metonuka. Mcronab3oBaHbl METOAbl 9KOHOMUKO-MaTe-
MaTUYECKOT0 MOJICJIMPOBAHUS, PETPECCUOHHOTO aHAIN3a.

[TpumeHsIcsl peanbHbI YCIOBHBINM 3aKOH pacripesesie-
HUSI OCTaTOYHOW TMOTrPeIIHOCTH KaK MOJHON XapaKTepuCTu-
KM CJIy4ailiHOI BEJIMYMHBI.

Pe3yabraThl. CchopMupoBaH HayYHO-TIPAKTUUECKUMN MO -
X0 K 9KOHOMMKO-MaTeMaTU4eCKOMY MOJIEJTMPOBAHUIO HAa OC-
HOBE MCCJIe0BaHUSI OCTAaTOYHOM MOrPelIHOCTU, YTOObI yCO-
BEPILIEHCTBOBATh MOCTPOEHUE PETPECCUOHHBIX YPABHEHUIA.

Hayynasa HoBu3Ha. BriepBble MpenioXeHO NMpUMEHEHUe
aHaM3a OCTAaTOYHOM MOTrPeIHOCTU KaK CIy4alHOW BEIUYU-
HBI C 1IeJIbIO TOCTPOEHUS ee YCIOBHOM nuddepeHImaIbHON
(GyHKIIMU pacripeneieHusl, 9YTO MO3BOJISIET MMOBBICUTh Kade-
CTBO 9KOHOMMKO-MATEMaTUYECKOTO MOJIETUPOBAHUS B BUIE
perpeccCUoHHbIX ypaBHeHUIi. Mcrionb3oBaHue TpeIoXKeH-
HOTO METOoJa y4yeTa OCTAaTOYHOM MOTPEIIHOCTU MO3BOJISIET
YCTPAHUTb HETaTUBHOE BJIIMSIHUE HAPYLUEHUS BBITOJHEHMUS
YCJIOBUI CBOMCTB OCTATOUYHOI MOTPELIHOCTU TPU peayn3a-
LM 9KOHOMMKO-MATeMaTUYeCKOT0 MOJEIUPOBAHUS C T10-
MOILIbIO PETPECCUOHHBIX YDABHEHU.

IIpakTHyecKas 3HAYUMOCTb. AHAJIU3 TTOJTYYEHHBIX PE3YJIb-
TaTOB 3KOHOMMKO-MATEMAaTUYECKOTO MOJEIUPOBAHUST IKO-
HOMMYECKOU AedTebHOCTM WMHIyIelKoro ropHo-oboraTu-
TeJIbHOTO KOMOMHATa Ha 3HAYUTEIbHOM CTaTUCTUYECKOM Ma-
Tepuajie C IPUMMEHEHUEM pa3pabOTaHHOTO aJITOpUTMa UCCIe-
JIOBAaHMSI OCTATOYHOM MOTPELIHOCTU MOATBEPINUIT JEWCTBEH -
HOCTb MPEIJIOKEHHOTo Mnoaxona. PekoMeHmyercss BKIIOYUTD
pa3pabOTaHHBIA aJrOPUTM IO YYeTy CBOMCTB OCTATOYHOI
MOrPENIHOCTU B TMPAKTUKY YMHpaBieHUs (UHAHCOBOM maesi-
TEJIbHOCTBIO TOPHOPYIHBIX MPEITTPUSITUIA.

KiioueBbie cioBa: copropyonvle npednpusmus, peepeccus,
MOoO0enb, 0CMAmouHas NOSPEeUHOCHb, CKeOdCMUYHOCMb, Gu-
HaHCco8as 0essmeabHOCMb
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