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Preliminary results of introducing the new program are presented. It is necessary to discuss some considerations as to the pros-
pects of teaching academic writing, which are potentially applicable to similar intercultural and educational situations.

For this reason there is a necessity of implementation in the system of pedagogical education the special integrated courses
and developing of the educational literature which would combine achievements of philosophical, psychology-pedagogical lingo
cultural disciplines for improving the preparation of students for intercultural communication.

The main goal of the future projects is to improve the present system of education of the residents and students by creating a
Master program in «Foreign Languages and Intercultural communication teachingy, revising relevant curricula, existing relevant
modules of teaching courses and approximating them to the European educational standards, developing and implementing training
and retraining programs.
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COGNITIVE GROUND OF PHONETIC PRIMING IN MONO- AND BILINGUALISM

The article views the phonetic priming as a cognitive linguistic phenomenon that optimizes and inhibits speech recogni-
tions and production embracing simulation, working and long-term memory, interference, restoration capacity, and auditory
modality. The phonetic priming is defined as an implicit form of memory embodied in residual activation of previously expe-
rienced stimuli in particular L1 or L2 exposure.

Keywords: phonetic priming, simulation, working and long-term memory, interference, restoration, audition, stimulus.

KOTrHITHBHA OCHOBA ®OHETHYHOI O IIPAHUMIHI'Y B MOHO- I BI/IIHT'BI3MI

Y emammi posensioaemvca ghonemuunuil npaimine sSK KOSHIMUBHO-TIHeBICIMUYHULL (PeHOMEH, AKUll ONMUMI3ye abo npu-
SHIYYE PO3NIZHABANMSL | NOPOOICEHHS MOBIEHHSL A OXONIIOE MOOENIOBAHHS, KOPOMKOCMPOKOBY | 00820CMPOKOBY NAM SMb,
inmepghepenyito, po3niznaganbiy 30amuicmy, a MAKOIC CIYX08Y MOOANbHICIb. POHEMUYHUI NPAUMIHE BUIHAYACMbCA K
iMnaiyuUmHa popma nam ’simi, 6miieHa 6 3aIUWKOGI AKMUBAYL] paAHIULE NePeNCUMUX CIUMYILE 8 KOHKPEeMHOMY 00C8I0I pio-
Hoi abo iHo3emHoi MOGU.

Kniouogi cnosa: ponemuunuii npaiimine, MoOemo8ans, KOPoMKOCmMpOKo8d i 00620CMPOKO6A Nam simb, inmeppepenyis,
BIOHOBICHHSL, CTYX08€ CNPUNHAMNIA, NOOPAZHUK.

KOTHUTHBHAS OCHOBA ®OHETHYECKOIO ITIPAHMHHIA B MOHO- H FHJIHHT BH3ME

B cmamve paccmampusaemcs ponemuyeckuil npatiMuHe Kak KO2HUMUSHO-TUHSEUCTNUYECKULL (DeHOMEH, KOMOPbIll Onmu-
Muzupyem unu uneubupyem pacno3nasanue u npousgooCmseo peyu, u 0Xeamuvléaenm Mooeruposane, KpamkospemMeHHyIo U
0071206PEMEHHYI0 NAMAMb, UHMEPPDEPEHYUIO, PACNOIHABAMENbHYIO CNOCOOHOCIb, A MAKJICe CIYXO8YI0 MOOAIbHOCHb. Do-
Hemuueckull npaiMune onpeoenaemcs Kax UMnIUYUmMHas opma namamu, 60nI0ueHHds 8 OCMAMoOYHOU aKmusayuy panee
nepedjicumolx CmumMyi08 6 KOHKPEMHOM Onblne POOHO20 Ul UHOCHPAHHO20 A3bIKA.

Kniouesvie cnosa: ponemuueckuii npaiimune, MoOe1uposanie, KpamKospemMeHHas U 001208PeMEeHHds NAMAMb, UHmep-
epenyus, 6occmanosnenue, CIyxos0e 60Cnpusimue, pazopasicumers.

Evidently, all current models of spoken word recognition share the assumption [2; 3; 4; 5; 9; 10; 11] that the perception and
production of speech involve two fundamental processes: activation and competition. In such activation-competition models, the
hallmark of the discrimination process is competition among multiple representations of words activated in memory. As a result,
the role of competition has been a primary focus of research and theory on spoken word recognition in the last few years.

In bilingualism, L2 learner’s speech recognition is firmly grounded on the persistence of the phonetic priming further enclosing
simulation, working and long-term memory, phonetic and prosodic interferences, auditory modality, etc. In recent years, priming is
viewed as an implicit, or non-conscious, form of memory. When a bilingual encounters a stimulus of a given type, he activates its
mental representation, but searching for the unique mental representation for the stimulus, he activates associate for that stimulus,
as well. Priming, then, consists in residual activation from previously experienced stimuli. Here, in both cases of L1 and L2 speech
recognition, congruency as well compatibility are mediated by priming preserving particular specificity in each of the processes.
These processes rely upon general cognitive abilities, and the set of units or constructions eventually building up the inventory
that represents the speaker’s language system or knowledge of the language. Accordingly, in our study we aim to synthesise the
cognitive background of priming effect, namely phonetic, embracing cognitive processes responsible for phonetic perception,
articulation and introspection.

The priming effect in L1 and L2 processing relies on the basic cognitive mechanisms. In priming, the roles of simulation
focuses on grounded cognition as well as representation system of cognitive mechanisms. Here, simulation is the reenactment of
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perceptual (audition), motor (articulation), and introspective (interference detection and fluency) states acquired in the exposure
and all referred to the phonetic processing. For instance, we figured out that namely the motor (articulatory) ground for the prim-
ing effect in voice quality settings for English and Ukrainian lies in antagonising loosely closed vs. closed jaws gestures, spread
and moderately active vs. neutral and intermittently rounded lip position, nasal voice vs. absence of nasality, lip-rounding vs. lip
protrusion, etc. It is proved [3, p. 618] that the brain captures categories and states across the modalities and integrates them with
a multimodal representation stored in memory related to every speech activation. Later in speech processing, when previously ac-
quired knowledge is needed to represent a novelty category, multimodal representations experienced within particular instances are
reactivated to simulate relevant perception, action, and introspection represented in mind. In this account, the spectrum of diverse
cognitive processes is supported by the variability of simulation mechanisms, sharing a common representational system.

Divergences between these cognitive processes reflect differences in the mechanisms that capture multimodal states and simu-
late them later. In high-level perception and implicit memory, association areas in a modality capture representations and later
trigger simulations that produce perceptual completion, repetition priming, etc. Working memory utilizes the same representation
system but controls it differently during simulation, using frontal mechanisms to keep a modal representation active temporarily
[2; 3]. In phonological sense, working memory temporarily processes and retains the phonological information and relies on pho-
nological store holding the information, and a phonological loop recycling the information back through the store to extend its life.
Here, the primary function of the phonological loop is to mediate language learning by providing a temporary storage of unfamiliar
phonological forms (novel words) while more permanent memory representations are constructed. Specifically, learning language
may arise from an excellent phonological loop function as well as working memory capacity [8, p. 20].

Long-term memory again utilizes the same representation system to simulate episodic events but controls it via medial temporal
systems and different frontal areas [3, p. 622]. The results show a strong influence of short-term memory capacity on the encoding
of phonetic detail within phonetic categories. They also suggest that long-term memory representations regulate the capacity of
short-term memory to preserve information for subsequent encoding. For instance [8, p. 19], subvocal rehearsal of the L2 activates
phonological codes, and that mature learners in particular benefit from using phonological information in learning novel L2 catego-
ries. In particular, experienced L2 learners not only may have better phonological memory skills, but also may possess more refined
long-term knowledge of phonological structures.

Finally, «conceptual knowledge uses the same representational system to simulate knowledge but controls it via association
areas in the temporal, parietal, and frontal lobes» [3, p. 622]. In phonetic processing, the articulatory control process converts writ-
ten material into an articulatory code and transfers it to the phonological store.

These processes render the L2 phonic system resulting in further priming effects [13, p. 18-19]. First, underdifferenciation of
phonetic categories occurs when two L2 whose counterparts are not distinguished in the L1 system are confused. Second, overdif-
ferenciation of phonetic categories involves the imposition of the units’ distinctions from L1 to the units of L2. Third, reinterpreta-
tion of distinctions occurs when the bilingual distinguishes L2 phonetic categories by features redundant in the L2 system. Four,
substitution applies to the phonetic categories identically defined in both languages, but differ in particular phonetic properties.
In the research of the Ukrainian’s English speech processing, the above processes predominantly concern palatalization, duration,
reduction, aspiration, accentuation, syntagmatic division, etc.

The simulation process central to accounts of grounded cognition evidently plays ubiquitous roles in perception (namely,
audition). During perception, states of perceptual systems become stored in memory. Similar stimuli perceived later trigger these
memories, simulating the perceptual states they contain. For instance, in the phoneme restoration effect, listeners use auditory
knowledge about a word to simulate a missing phoneme showed that these simulations utilize early auditory systems [3, p. 624].
Such a capacity necessitates phonetic as well as prosodic activation and competition processes. Noticeably, this effect is commonly
observed in a conversation with heavy background noise (e.g., L1 interference as white noise), making it difficult to properly rec-
ognize every phoneme being spoken. As for the prosodic activation and competition, prosodic information is also supplied by the
mental representation of a sentence based on the syntactic structure of the sentence. This namely includes information about which
words in the sentence will receive prosodic prominence.

In implicit memory, simulations increase perceptual fluency and the likelihood that perceptions are categorized correctly (i.e.,
repetition priming). Perceptual processing is crucial for establishing robust implicit learning and perceptual memories activation.
In turn, repetition priming is strongest when the modalities of the memory and the perceived stimulus are congruent, for example,
when an auditory memory exists to help process an auditory stimulus. Next, repetition priming is strongest when perceptual details
of the memory and perceived stimulus are congruent. Finally, imagining a stimulus produces repetition priming similar to actually
perceiving it, suggesting that shared perceptual representations prime both. For all these reasons, the simulation of perceptual states
appears central to implicit memory [3, p. 625].

Different sensory features, such as the pitch, loudness, and timing of sounds, must be processed in order to recognize specific
auditory data. This need to represent various features of the stimulus is constructed by the brain from elemental inputs coded by
sensory receptors (e.g., sound waves stimulating the hair cells in the inner ear in case of audition) [1, p. 165]. The hair cells in the
cochlea of the ear are differentially sensitive to sounds of different frequencies, which we perceive as tones of different pitch. Thus,
the fundamental frequency turns to be the attribute of auditory information coded by the nervous system. The sensitivity of the
sensory receptors to frequency is reflected in the organization of primary auditory cortex, in that some regions are active when high
tones are heard and other regions are active when low tones are heard. Notably, in the auditory modality, the response to speech
sounds is better when the sounds are presented to the right ear, whereas response to nonverbal sounds, such as various environmen-
tal sounds or musical tones is more accurate when presented to the left ear [1, p. 16, 96].

Most importantly for our purposes, sound vibrations of different frequencies cause stimulation of different subsets of hair cells
within the cochlea. That is, high frequencies stimulate a different set of hair cells than low frequencies. If you could unroll the
cochlea, you would find that hair cells that are sensitive to high-frequency sound are located near the base of the cochlea, whereas
those sensitive to low-frequency sound are located near the apex (tip) of the cochlea. Therefore, by knowing which sets of hair cells
were stimulated, the brain can determine which frequencies are present in the sound. This organization creates a tonotopic map,
much the way that the pattern of light across the retina forms a retinotopic map. In the case of audition, the map represents sound
frequencies. Auditory information passes through several stopover points on its way from the ear to the auditory cortex. Two of
these locations are in the brainstem. First, the auditory nerve synapses in the cochlear nucleus in the medulla, and from there a path-
way sends the information onward to the superior olivary nucleus, also in the medulla. Note that between the cochlear nucleus and
the olivary nucleus, the pathway extends both contralaterally and ipsilaterally, such that information from both ears is shared with
both left and right olivary nuclei. From there, the information goes to the inferior colliculus in the midbrain, and then onward to the
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medial geniculate nucleus of the thalamus. From there, the information is finally sent to the primary auditory cortex [1, p. 166, 167].

The neurological roots of the bilingual advantage extend to subcortical brain areas more traditionally associated with sensory
processing. When monolingual and bilingual adolescents listen to simple speech sounds without any intervening background noise,
they show highly similar brain stem responses to the auditory information. When researchers play the same sound to both groups
in the presence of background noise, the bilingual listeners’ neural response is considerably larger, reflecting better encoding of the
sound’s fundamental frequency, a feature of sound closely related to pitch perception. To put it another way, in bilinguals, blood
flow (a marker for neuronal activity) is greater in the brain stem in response to the sound. Intriguingly, this boost in sound encoding
appears to be related to advantages in auditory attention. The cognitive control required to manage multiple languages appears to
have broad effects on neurological function, fine-tuning both cognitive control mechanisms and sensory processes.

The most relevant for the priming effect, namely phonetic, is bilingual’s age. A study by [7] on early and late bilinguals is a
case in point. The researchers investigated how multiple languages are represented in a human brain. They conducted a functional
MRI study of fluent early bilinguals who learned their L2s early in their development and fluent /ate bilinguals who learned their
L2s in early adulthood. As it was figured out, the late bilinguals’ L1 grammar and phonology motor maps had developed in close
proximity, as if their extent were limited by some factor like an inhibitory radius. Their L2s developed in a separate area, as if the
L1 area were already fully connected.

Arturo E. Hernandez et al. [6] examined morphosyntactic strategies that govern bilinguals’ sentence processing, which sug-
gests that language comprehension is a process during which a set of linguistic forms competes to yield a particular interpretation.
A.E. Hernandez et al. suggested that bilingual adults predominantly use an «amalgamation» strategy of combining morphosyntac-
tic forms taken from the two languages, rather than a «differentiated» strategy of using language-specific forms for each of their
languages. Another suggestion is that bilinguals might be capable of processing two languages «independently, yet in parallel»,
making it even more challenging for researchers to determine which instances of a bilingual’s language production are examples of
«amalgamation,» «dominance,» or «parallel» processing of two «differentiated» linguistic systems. Thus, lively debate continues
as to whether adult bilinguals fully differentiate their linguistic systems and can ever achieve monolingual-like language compe-
tence in two systems.

Infants can detect the contrasts that define the phonological system for all human languages almost from birth. Still, their ability
to perceive these contrasts in languages that are not heard in their native environment begins to decline at about 6 months of age.
Until about 6 months old, there is no detectable difference in the perception of phonetic contrasts by infants in monolingual and
bilingual environments. Diverging patterns appear as bilingual babies maintain the categorical distinctions for the phonetic system
in both languages and monolingual infants lose the ability to detect contrasts that are not part of the language they are about to
learn. By about 14 months old, infants being raised in bilingual environments have established a clearly demarcated phonological
representation for both languages. Therefore, bilingual infants develop the phonological basis for both languages on roughly the
same schedule as monolingual children do for their only language [12].

During the first year of life, as infants are busy figuring out which sounds are meaningful in their language, they are also en-
gaged in discovering the patterns that occur over multiple sound units. Many of the patterns that are the initial focus of infants’
attention are patterns of sounds. One pattern found in many language that is accessible to infant listeners is an alternation between
stressed (strong) and unstressed (weak) syllables, which creates an audible rhythm in many languages, including English. These
stress differences are carried by the pitch, amplitude (loudness), duration, and vowel quality of the syllables. If one is familiar with
this pattern of correlations between a syllable’s position within a word and the likelihood that a syllable will receive stress, these
lexical stress cues can be used to segment words from fluent speech. By nine months of age, infants have already learned something
about the predominant stress pattern of their native language. Moreover, infants can use this information: When given a stream of
fluent speech made up of nonsense words, nine-month-old infants can use stress patterns alone to segment words, and can integrate
stress patterns with other distributional information.

Infants are able to exploit the differences between particular patterns of phonemes that are likely to occur in a language and
patterns that are not when attempting to segment words from fluent speech. To do so, infants make use of sequential statistics in the
speech stream. Infants are also sensitive to regularities that occur in specific sound combinations. By nine months of age, infants
have learned enough about the phonotactic regularities of their native language to discriminate legal from illegal sequences [11, p.
47—-48]. They are able to rapidly use the newly acquired phonotactic regularities as cues to word boundaries in fluent speech. Train-
ing studies like these demonstrate that infants’ strategies based on native language regularities are flexible, allowing learners to take
advantage of new patterns in the speech stream following very brief exposures. These findings, along with many others, suggest
that language learning is a highly dynamic process, with subsequent learning shaped by prior learning.

Similarly, attention-getting features of language assist learners. For example, infants in segmentation tasks are able to take
advantage of the infant-directed speech that adults use when speaking to them. A recent study showed that seven-month-old infants
found it easier to segment words from infant-directed nonsense speech than adult-directed nonsense speech. Infants heard sentences
of nonsense speech that contained pitch contours characteristic of either infant-directed or adultdirected speech. In both conditions,
the only cue to word boundaries was the transitional probabilities between syllables, which were uncorrelated with the pitch con-
tours. While six to seven-month-old infants appear to weight transitional probability cues over lexical stress cues, eight-month-old
infants weight coarticulation and stress cues over transitional probability cues, and nine-month-old infants weight stress cues over
phonotactic cues. In addition to cognitive competitive processes, regularities in natural languages may overlap and agree much of
the time. For example [11, p. 48-49], the perception of lexical stress is carried by a combination of multiple dynamic properties
in the acoustic signal, including increased duration, fundamental frequency (perceived as pitch), and amplitude (loudness). While
nine-month old infants are willing to rely on any one of these properties of stress as a marker of word boundaries, older infants and
adults will not, suggesting that infants eventually learn how these various cues covary. The discovery of this rich correlation of
acoustic information likely enhances the status of lexical stress as a word boundary cue in languages such as English. More gener-
ally, the presence and use of multiple converging cues may enhance infants’ success in language learning.

In summary, we have shown that phonetically related primes have demonstrable effects on the phonetic processes. Hence, we
approach priming effect, namely phonetic, as a cognitive linguistic phenomenon optimizing or inhibiting speech recognitions and
production embracing grounded cognition, simulation, working and long-term memory, interference, restoration capacity, and au-
ditory modality. This is an implicit, or non-conscious, form of memory embodied in residual activation of previously experienced
stimuli in particular L1 or L2 exposure.
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VIIK 378.881.1
0. I. Beu, M. I Ilanaznik, B. I1. IOpkoasa,
Hauyionanvna axademisn /lepicagnoi npukopoonunoi cayyncou Ykpainu imeni b. Xmenvnuyvrkozo, m. Xmenbhuybkuii

MOETHAHHSA MEJATOTTYHUX TA IHOOPMAIIMHUX TEXHOJIOFIFI
Y INPOLECI MPOPIJIBHOT'O HABYAHHSA ITHO3EMHOI MOBH

Cmamms npucesuena 8UC8imIeHHIO 3HAYEHHs I CNOCO0I8 SUKOPUCMAHHS THPOPMAYITHO-KOMYHIKAYIUHUX MEXHON02I 6
0C8IMHbOMY NpoYeci nio 4ac Ni020MoBKU MAuOYMHIX Nepeknacayis, pOKpUmmio akmyaibHux wisxie ma 3acooie ons egex-
MUBHOCMI MOGHOI nid2omogku ma inmencudixayii npoyecy opmysanns npogeciiinoi Komnemenmuocmi nepekiadaia 3a
PAXYHOK AKMUBHO2O BUKOPUCHIAHHA 3aC0016 THHOPMAYITIHO-KOMYHIKAYIIHUX MEXHON02I I3 3ACMOCYBAHHAM PI3HUX (POopM i
Memooig opeanizayii HA8UAIbHO-BUXOBHOT OisIbHOC.

Knrouosi cnosa: ingopmayitino-komyHikayitini mexnonoeii, npogeciuna KomMnemeHmHicmy, MOGHA NIO20MOBKd, HA-
BYANLHO-BUXOBHA OISILHICIb, MAUOYMHI nepeKkiaoai, 0ceimuill npoyec.

THE COMBINATION OF TEACHING AND INFORMATION TECHNOLOGY IN THE PROCESS OF LEARNING
A FOREIGN LANGUAGE PROFILE

The article reveals the significance and methods of the information and communications technologies use in the educa-
tional process in the course of the future translators training, relevant ways and means of acquiring efficient linguistic skills
and enhancing the process of the translator’s professional competence forming by means of active application of information
and communications technologies using various forms and methods of the educational process organization, combination of
group and individual teaching methods depending on possibilities of the students. Classification of the software which can
be used in the process of professional training and education of the specialists in the sphere of foreign communication and
translators has also been carried out.

Keywords: information and communication technology, professional competence, language training, educational activi-
ties, future translators, educational process.

COYETAHHE IEJATOTHYECKHX H HH®OPMAIJHOHHBIX TEXHOJOTHH B ITPOIIECCE ITPO®HTh-
HOI'O OBYYEHHUA HHOCTPAHHOMY A3bIKY

Cmamps noceawena océewjenuio 3HaveHus u cnocod06 UCnoIb306aHUus UHPOPMAYUOHHO KOMMYHUKAYUOHHBIX TEXHO-
J02utl 6 0OPA306aMENLHOM Npoyecce 60 6peMs NO020MOBKIU OYOYUUX NePeBoOUUKOS, PACKPLIMUIO AKMYAIbHbIX nymell u
cpedcme 05 IpeKkmusHocmu A3LIKOBOU NOO2OMOBKU U UHMEHCUDUKAYUU npoyecca opmuposanus npogheccuonarbioll
KOMNemeHmHOCH NepegooyUKa 34 CHem aKmueHO20 UCNONb3068AHUSL CPEOCE UHPOPMAYUOHHO KOMMYHUKAYUOHHBIX MEXHO-
J02utl ¢ npUMeHeHueM pasHulx POpM u Memood08 OpeaHu3ayuL y4eoHo-60CHUMAMenbHOU OesmeabHOCU.

Knrouesvie cnoea: unghopmayiionno KOMMYHUKAYUOHHBIE MEXHONO02ULU, NPOPECCUOHANLHAA KOMNEMEHMHOCMY, A3bIK0BAA
N0020MOBKA, y1eOHO-80CRUMAMENbHAS 0esiMeNbHOCMb, 0Y0yiyUe NepesodyUKU, 06PA306amenbHbIl NPoyecc.

IMocranoBka mpodJjemMu y 3arajabHOMY BHIIsAi. [IpakTHka 3actocyBaHHS iH(OpMamifHO-KOMYHIKaIifHUX TEXHOJIOTIH
(IKT) y Bcix cdepax m0ACHKOI AisUTTBHOCTI JOBOJNTH, II0 iH)OPMATH3ALIISI CYCHUTBCTBA € 3aKOHOMIPHHM TPOLIECOM PO3BUTKY IIH-
Binizanii, KoTpuil mepexo uTh Ha SKicHO HOBHH piBeHb. Came ToMy M. Kaprienko BBakae, 1110 «HaiOJIMKIMM yacoM iHpopmaltis B
iH(opMaIiifHOMY CyCIIJIBCTBI CTaHE HE TUIBKHU Pe3yIbTaToOM IIpalli OiIbIIOCTI HACEICHHS HAlIOl IUIAHEeTH, alle i 00’ €KTOM Iparii»
[2].

AHani3 gociimkensb i myomikamiii. [Iporiec iHpopMaTH3allii CycniibCcTBa i OCBITH 3HANIIOB CBOE BiOOPaKEHHS Y BITUM3-
HSHIN Ta 3apyOiXKHII mexaroriuniil miteparypi. 30kpema, AuAaKTH4HI mpodieMu i nepcnextusy Bukopuctanusa IKT y HaBuanHi
nocmimkyrote H. Amarosa, T. Cepreesa, 1. Pobept, Bukopuctanns 3aco6iB IKT y HaBuanbHO-BUXOBHOMY HPOLIEC] PO3TISIAIOTH
B. Becnansko, P. I'ypesuu, B. Kpacrononecekuii, €. [onar, 1. Coep, P. lllenk Ta iHmIi, cucTeMy MiArOTOBKH BYUTEIS 10 BU-
xopucranus IKT y naBuansHOMY mporieci Ta (OopMyBaHHS OCHOB iH(OPMAIIHHOI KyJIbTYPHU 3alpOIOHYBAIN Ta OOIPYHTYBAJH
M. Bapmayep, M. XKanngak, JI. Mopcbka Ta iHIIi.

[IpoGnemy npodeciiiHol miAroTOBKM Ta opraHizallii HaBYaHHS y BHUIIMX HAaBYAIBHUX 3aKiaJaxX BUCBITIMIIM y CBOIX MpaIsix
Jx. Beniarron, M. [Isuenko, JI. Kangu6osu4, T. Kopanp, O.Pomanummna Ta iHmm. Alle HEIOCTaTHRO ONpAIlbOBaHE MHUTAHHS
(dopmyBanHs iHpOpMaLiiHOi KOMIIETeHII1 Maif0yTHIX ¢axiBLiB y chepi IHIIOMOBHOT KOMYyHIKaii.
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