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The ultra-wideband (UWB) pseudo-noise (PN) technique merges the circuit simplicity of the pulse 
technique and the precision of the sine wave method with the LPI performance (low probability of intercept) 
of noise radar. Binary PN sequences of large bandwidth may be generated and captured with high precision 
and temporal stability by comparatively simple means. This opens up new high-resolution short-range radar 
applications. The article introduces the basic working principle, summarizes the state of recent devices, and 
introduces some key parameters as assistance for device parameterization that is appropriate for an intended 
application. 
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1. introdUction

The aim of this paper is to give an overview of the 
recent development state of ultra-wideband (UWB) 
sensing devices based on pseudo-noise (PN) codes. 
Since the radio emission of UWB devices is restricted 
by radio regulation to a very low power level, such 
sensors are typically found in short range applications, 
i.e. their range coverage is barely more than some tens 
or hundreds of meters.

The use of ultra-wideband PN-codes for stimu-
lation of the test scenario brings some advantages, 
which will be summarized in what follows.

• Binary PN-codes such as an M-sequence 
have a crest-factor relatively close to unity. Hence, 
they carry a large amount of energy even if their mag-
nitude is quite small. Thus, PN-codes provide best 
conditions for large suppression of random perturba-
tions while protecting the sensor electronics and the 
test objects from strong electric fields. This is espe-
cially important, since one often deals with very near 
field measurements involving e.g. biologic tissue. 
Furthermore, it also enables monolithic integrated 
RF-circuits manufactured in a low-cost semiconduc-
tor technology.

• Some binary UWB PN-codes may be easily 
generated by high-speed digital shift registers with an 
appropriate feedback structure (for details on PN-
sequences see [1]). The bandwidth of the sounding 
signal depends on the clock rate of the shift register. 
The generation of the wideband signal is controlled 
by a single tone RF-generator which pushes the shift 
register. Single tone generators can be built very pre-
cisely with respect to short time frequency fluctua-
tions (phase noise) and with respect to the absolute 
frequency value (e.g. atomic clock as ultimate solu-
tion). In consequence, UWB-sensors based on PN-
signals may have available very precise internal time 
reference if required. Firstly, this allows very precise 
range measurements due to the absolute frequency 
precision. Secondly, the sensors are very sensitive for 

weak range variations (often named micro Doppler) 
due to low phase noise of the timing reference. For 
details on corresponding aspects see [2].

• pn-signals are periodic. Hence, we can apply 
sub-sampling and synchronous averaging. Sub-sam-
pling (stroboscopic sampling) will reduce the techni-
cal effort of data capturing and handling. Needless 
to say, that high sub-sampling factors must be traded 
against receiver efficiency leading to lower noise sup-
pression or extended recording time (see [3] for com-
prehensive discussions). Consequently, one has to 
find a compromise between technical effort/device 
costs and degradation of measurement speed.

Synchronous averaging serves as noise suppres-
sion and reduction of data amount. It can be applied 
if the speed of data capturing is higher than required 
from the measurement scenario. The period length of 
the PN-code and capturing speed should be selected 
according to the requirements of the test scenario (see 
below for details). In order to reduce the data amount 
to be handled, the PN-code should be as short as pos-
sible.

Short sequences will however degrade the LPI 
(low probability of intercept) performance. In order 
to approach the LPI behavior of random noise, the 
PN-code and/or the clock rate of the shift register 
may be irregularly switched in time intervals compris-
ing an integer multiple of periods. 

The periodicity of the sounding signal avoids any 
truncation effects if appropriately captured. Further-
more, an expectation procedure for variance reduc-
tion as in case of random noise sounding signals is 
not necessarily required. Thus, the measurement ap-
proach is basically suited for high speed UWB-meas-
urements.

• In case of radar applications, the receive sig-
nals have to be compressed in time in order to achieve 
an interpretable impulse response function. The 
impulse compression leads to a coherent energy ac-
cumulation of the measurement signal in favor of 

noiSe RadaR deSign



80 Applied Radio Electronics, 2013, Vol. 12, No. 1

noise RadaR design

random perturbations as additive noise, jitter, or jam-
mers which are only non-coherently accumulated. 
Hence, an excellent suppression of various perturba-
tion signals is inherent.

In what follow, we will start with a short introduc-
tion of the basic functioning of an UWB PN-sensor 
and we will summarize the key parameters of a PN-
device in order to have some design guide lines for spe-
cific applications. In a further section, we will present 
a family of PN-devices for short range radar applica-
tions as well as general purpose time or frequency do-
main measurements. Finally, we will give an overview 
over some useful data pre-processing steps. 

2. M-seQUence principle

The design and technical implementation of an 
UWB-sensing concept should respect three key is-
sues. These are the generation of the sounding signal, 
the capturing of the response signal, and the optimi-
zation of data throughput. We will discuss these points 
on the basis of Fig.1 which was firstly introduced by 
[4] and thoroughly analyzed in [3]. 

Fig. 1: Basic concept of UWB PN sensor head

The aim of this circuit is either the determination 
of the impulse response function (IRF) or the estima-
tion of the frequency response function (FRF) related 
to the transmission path between the points A and B 
of Fig. 1. The measurement of the IRF is usually of 
interest in radar or TDR (Time Domain Reflectom-
etry) operation mode, while the capturing of the FRF 
is applied in the network analyzer operation mode. 
Both methods only differ in the kind of processing the 
captured data.

The measurement of the IRF or FRF of a device 
or scenario under test requires a stimulation signal of 
sufficiently large bandwidth. In the simplest and most 
reliable case, one applies M-sequences (maximum 
length binary sequence). They are generated by linear 
feedback shift registers. Fig. 2 gives an example of one 
of its canonical structures. A second option would be 
the Fibonacci structure. It is not shown here since the 
Galois structure is usually preferred due to higher pos-
sible operational frequencies. The upper limit of the 
clock rate is determined by the toggle time of the in-
dividual flip-flops in the shift register and the delay of 
the feedback paths. In order to keep both as short as 
possible, the shift register must be monolithically inte-
grated. A list of appropriate feedback structures is given 

in the online annex of [3]. The unit delay is provided by 
flip-flops which are pushed by an RF-clock  fc = 1/tc.  
The state Qv(ntc) of any flip-flop may act as the stimu-
lation signal x(t). 

Fig. 2: Galois-structure of 4th order linear feedback  
shift register

Some characteristic functions – exemplified for an 
ideal M-sequence of 4th order – are depicted in Fig. 3.  
Time evolution and spectrum of a realistic M-se-
quence are shown in Fig. 4 and 5. The M-sequence is a 
periodic time signal having a discrete spectrum whose 
power envelope has a sinc2-shape. Within the spectral 
band [0, fc/2], the stimulus power can be considered as 
nearly frequency independent which makes it suitable 
for IRF and FRF measurements of test objects having 
an operational band within this range. Above fc/2, the 
signal power will rapidly decay so that random noise 
will more and more dominate the signal if the meas-
urement bandwidth is extended beyond that limit.

Fig. 3: Characteristic functions of the band unlimited  
M-sequence: time signal (a), power spectrum (b)  

and auto-correlation function (c)
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Fig. 4: Time evolution of a real M-sequence (9th order; 
clock rate 5 GHz). The clock rate was chosen to meet 

 the bandwidth of the digital real-time oscilloscope

Fig. 5: Band limited spectrum of an M-sequence  
(9th order; clock rate 18 GHz)

The determination of the IRF h(t) is based on the 
following relation:

 C t h t C tyx xx( ) = ( )∗ ( )                        (1)

in which Cxx(t) = x(t) * x(-t) is the auto-correlation 
function of the stimulus and Cyx(t) = y(t) * x(-t) rep-
resent the cross-correlation between receive signal 
and stimulus. The symbol * means convolution. Ob-
viously, the triangular shape of the auto-correlation 
function approaches a Dirac-delta with increasing 
clock rate of the shift register. Thus, we can roughly 
approximate for sufficiently large fc : Cyx(t) ~ h(t) (see 
also annex B9 of [3]).

The DC-offset of Cyx(t) can mostly be ignored 
since we usually deal with AC-coupled systems and 
furthermore the DC-value of the measured signal is 
often affected by the offset voltage of the measurement 
receiver. If the DC-offset from Cxx(t)  is of impor-
tance, one can use complementary Golay sequences 
[3, 5-8] which will, however, complicate the device 
implementation – especially for a large bandwidth.

Since we like to process our data in the numeri-
cal domain, we first have to digitize the response sig-
nal y(t). In order to relax the conditions to meet the 
Nyquist criterion, we apply sub-sampling. This is 
allowed since the response signal is periodic. Sub-
sampling may drastically reduce the actual sampling 
rate as well as the data throughput and therefore it will 
decrease the device costs and the power consumption 
of the circuits. 

A very simple and extremely stable approach to 
control the sub-sampling procedure follows from the 

band limitation to fc /2 as depicted in Fig. 1 and Fig. 3 
(b). For this case, the Nyquist criterion leads to a 
minimum (equivalent) sampling rate of feq =fc , i.e. we 
only need one sample per chip of the PN-sequence 
whereat the capturing of these data points may be 
scattered over many periods of the response signal 
due to its periodicity (therefore the term “equivalent” 
sampling rate). The simplest way to control the data 
capturing exploits binary dividers (refer to Fig. 1). It 
assumes a signal length of N m= −2 1  chips (as valid 
for an M-sequence) per period. If we apply a binary 
divider of one stage, the actual sampling rate will be  
fs = fc /2 and we need two signal periods to capture the 
whole data set: the odd sample numbers during the 
first period and the even sample numbers during the 
second period. A binary divider of two stages reduces 
the sampling rate further to fs = fc /4. But now, we al-
ready need 4 periods to gather all data. This principle 
works for all orders of the binary divider.

In the case of Golay-sequences, the approach 
has to be slightly modified. The length of a Golay-
sequence is 2m  which interdicts the use of a simple 
binary divider. If however the dividing factor is modi-
fied to 2 1n ± , it works as before.

The use of the binary divider for sub-sampling 
control has some essential advantages:

• It provides very sharp trigger edges leading to 
sampling events which are robust against random jit-
ter.

• The divider runs through all its states before 
it releases a new sampling event. Hence, any asym-
metries of the internal flip flops will not affect the tim-
ing precision.

• The timing precision is determined by the 
single tone RF clock generator. If its frequency is 
stable within the recording time, the device internal 
time reference will be absolutely linear and stable. 
This guarantees very precise time measurements (also 
for long propagation times) and allows a practically 
unlimited number of synchronous averages for noise 
suppression when the test scenario/object is time in-
variant.

• The data capturing deals with Nyquist sam-
pling. It provides the lowest possible data throughput 
which is required to correctly reconstruct waveform 
(in case of no prior knowledge). The visualization of a 
Nyquist sampled signal is less comprehensible for the 
human eye. Therefore, visualized waveform should 
be sin x/x-interpolated for display. Note, non-ideal 
low-pass filters (namely due to their limited stop band 
attenuation) will cause some errors within the inter-
polated signal.

Except for the low-pass filter in Fig. 1, all device 
components may be monolithically integrated (com-
pare Fig. 10 below). If one removes the analog RF-
low pass, the involved electronic components will give 
a “natural” band limitation. Since it will certainly be 
beyond fc /2, one has to increase the equivalent sam-
pling rate – i.e. one has to take more than only one 
sample per M-sequence chip.
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As depicted in Fig. 6, this can be achieved by 
a slight extension of the circuit from Fig. 1 [9]. The 
basic sampling approach remains the same as before. 
But it will be q-fold repeated whereat each time the 
sampling cycle is shifted by the q-th fraction of the 
clock period (i.e. ∆tq = (q fc)-1). This is managed with 
the additionally inserted steerable phase shifter.

By this approach, the equivalent sampling rate 
is increased to feq = q fc (which can be selected high 
enough to meet the Nyquist criterion if no artificial 
spectral cutting is applied) but also the recording time 
is extended by the factor of q. The captured noise 
power will also grow much stronger with increasing 
factor q than the energy of the response signal (due to 
the spectral decay of the stimulus signal). However, 
both effects may be neutralized, if the q-fold oversam-
pled signal is band limited to fc /2 by digital low-pass 
filtering now. This is quite more flexible but also re-
quires more power for signal processing. With digital 
fc /2 filtering, the same noise performance as a q-fold 
synchronously averaged signal from the basic concept 
according to Fig.1 with the analog low-pass filter can 
be obtained. Hence, the same recording time is need-
ed for both cases. Since digital low-pass filtering may 
be joined with decimation, we will finally get the same 
data amount in both systems.

Fig. 6: Modified UWB PN-sensor head  
for equivalent time oversampling

3. ilMsens pn-deVice line

Based on the working principle described in 
section 2, ILMsens develops a toolbox of wideband 
PN-devices and components for application-specific 
wideband measurements within the low-frequency, 
the radio frequency, and the microwave range. The 
intended scope of the toolbox is symbolized in Fig. 7.  
Herein, we distinguish between the baseband units 
which are the key component of every PN-device, the 
various options of RF-frontends and the basic soft-
ware to operate the devices with standard computers. 

The basic hardware structure is depicted in Fig. 8.  
It shows a baseband unit and an RF-frontend as two 
separated modules so that the sensor can be flexibly 
adapted to user requirements. The baseband unit 
constitutes from two parts, the RF-unit and a digital 
board containing the electronics for digitizing, high-
speed pre-processing, and data transfer.

For the RF-unit, there are three realization op-
tions:

• The multi-chip RF-unit contains several 
custom-made SiGe-chips. This implementation 
provides high flexibility to modify the device struc-
ture concerning specific application requirements. 
Furthermore, it has the best RF-performance due to 
careful shielding between transmitter and receivers. 
An implementation example is shown in Fig. 9.

• In the case of the single-chip baseband unit 
shown in Fig. 10, the whole RF-part is merged in a 
single SiGe-chip while the digital board may be the 
same as before. This realization requires less supply 
power and less electronic components. Furthermore, 
the small size of the integrated RF-part – possibly in-
cluding the RF-frontend, too – permits to place the 
measurement ports directly into the intended meas-
urement plane. Hence, one can omit RF-cables. This 
will give additional degrees of freedom in the applica-
tor design (antennas, coaxial probes, electrode con-
figurations) since impedance matching is of less im-
portance under this condition.

• The real-time baseband unit completely re-
nounces the RF-part. Test signal generation and data 
capturing is entirely organized by the digital board 
which is identical for all three types of baseband im-
plementation. Its bandwidth is mainly limited by the 
FPGA performance and the sampling rate fs of the 
ADCs. 

Fig. 7: PN-device toolbox

Fig. 8: Basic PN-device structure

Independent from the actual technical imple-
mentation, every baseband unit covers one PN-gen-
erator (which may be enabled or disabled during the 
operation of the measurement head) and two parallel 
working receiver channels. This configuration per-
mits several measurement arrangements:

noise RadaR design
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• The device may be operated as a wideband ra-
dar interferometer (e.g. used in Through-Wall-Radar)  
or as polarimetric radar.

• One channel may be used to capture the 
stimulus signal for reference.

• The device is able to capture one-port scat-
tering parameters since it is able to stimulate a port 
and to measure the incident and emanating wave if 
directional bridges are inserted (see Fig. 10).

Fig. 9. Disassembled multi-chip baseband unit showing 
 the RF-unit and the digital board which are stacked  

when in operation

Fig. 10. Monolithically integrated M-sequence RF-unit 
with two reflectometer inputs: circuit schematic (a)  

and chip micrograph (b)

• The device is able to capture one-port imped-
ance parameters since it is able to stimulate a port and 
to measure current and voltage.

• The device may act as a receiver only by disa-
bling the PN-source.

• Several devices may be cascaded to form 
MiMo-Systems as depicted in Fig. 11. This permits 
the construction of MiMo-radars and multi-port  
S-parameter or Impedance-parameter measurement 
systems. 

The optional RF-frontends provide the interface 
for application specific applicators or measurement 
circuits. They may contain filters, amplifiers, direc-
tional bridges, current-voltage converts, up-down-
converters etc. 

Fig. 11. MiMo-device structure

Fig. 12–16 exemplify implemented devices, their 
respective device extensions, and frontends.

Fig. 12. Standard baseband unit

Fig. 13. FCC respectively ECC compatible device.  
These devises provide a complex valued IRF  

Fig. 14. Baseband unit extended with an active  
directional bridge for impedance spectroscopy  

and mono-static radar applications

sachs J., Kmec m., fritsch H.C., Helbig m., Herrmann, R., schilling K., Rauschenbach P. Ultra-wideband pseudo-noise sensors
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Fig. 15. Several options of MiMo-devices:  
(a) 2Tx/4Rx-system built from two basic modules.  

(b) 8Tx/16Rx-system. (c) 2Tx/4Rx-system with build-in 
reflectometers for scattering parameter measurements

Fig. 16. Experimental wideband 60 GHz-frontend based 
on monolithically integrated SiGe-up-down converters 

extending the FCC-compatible PN-device for mm-wave 
channel sounding and radar [10]

The firmware to operate the devices pursues a 
corresponding modular concept as the hardware. 
Depending on the requirements and the skill of the 
user, two strategies are supported. In the first case – 
i.e. ultraANALYSER as shown in Fig. 17 – the soft-
ware modules are designed to work stand alone for 
a set of well specified measurement tasks (e.g. short 
range radar and microwave imaging, Time Domain 
Reflectometry, vector network analyzer, impedance 
spectroscopy, …). In the second case (see Fig. 18), the 
user has to implement the data processing on its own. 
Only the basic functionalities such as data transfer, 
data storage, device parameterization, and on-line 
visualization are available. Currently, it is based on 
MATLAB, but it will be extended to e.g. LabView in 
the future.

Fig. 17: ultraAnalyser GUI for standard  
stand-alone applications

Fig. 18: MATLAB GUI for visualization, storage,  
and integration of a user function enabling user  

specific processing

4. keY paraMeters

The most important quantities influencing the 
performance of a PN-sequence unit according to Fig. 
1 are symbolized by the design tetrahedron in Fig. 19.

Fig. 19: Design tetrahedron of a PN-sequence system

Usually, one can select among four quantities to 
optimize the device performance for a specific appli-
cation. These are the RF-clock rate fc, the shift regis-
ter length m, the length n of the binary divider and the 
number p of synchronous averaging. From this, we 
can roughly estimate the main features of the sensing 
unit (c0 – speed of light; b – effective number of bits 
of the ADC and T&H):
Bandwidth: 

B fc≅ 0 2                                 (2)
Range resolution:

 δr
c

c

f
≅ 0 .                                    (3)

Observation time window length:

T
f

m

c

≅
2 .                                    (4)

Spectral line spacing:  ∆f T fm
c= ≅− −1 2                      (5)

Unambiguity range:      R
c

f
m

c

≅ −2 1 0                                   (6)
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Recording time per IRF or FRF:

T
p

fR

m n

c

≅
+2

.                             (7)

Effective data amount per measurement:

H b p m[bit] lb≅ +







1
2

2                      (8)

(note, the word length of a data sample increases to  
(b+lbp) bits by p-fold synchronous averaging. But half 
of the “new” bits are noise affected, so that finally the ef-
fectively utilizable resolution gain will be lb p( ) 2 bit).

Effective bit rate for continuous operation:

R
H
T

b p

p
fb

R
n c= ≅

+
+

2

2 1

lb
.                        (9)

Eq. (8) and (9) assumes that no time compression 
was performed. It would increase the word length per 
sample by m bit.

In case of non-stationary test scenarios, the maxi-
mum recording time is either restricted by the band-
width  of the scenario variations (i.e. 2 1B TTs R ≤  –  
Nyquist theorem of the test scenario) or by the Dop-
pler Effect. The latter provokes de-correlation be-
tween transmitted and received signals for high speed 
targets. In order to keep the de-correlation negligible, 
the recording time should not exceed the maximum 
target speed of [3]:

v
T

c

p
r

R
m nmax ≅ ≅

+

δ 0

2
.                      (10)

Please note, in the case of UWB PN-sequences, 
we will not observe Doppler ambiguity as is n the case 
for narrowband signals.

The dynamic range of the sampling receivers dRx 
is limited by different effects (see [3] for a detailed 
discussion). For the sake of shortness, we will refer 
only to limitations by electronic and quantization 
noise here. For time (superscript (TD)) and frequen-
cy (superscript (FD)) domain data, it can be approxi-
mated by:

d b m p

d b p

R
Td

R
Fd

x

x

( )

( )

[dB] lg

[dB] lg

≅ + +

≅ +

6 3 10

6 10              (11)

which leads to a recording time referred dynamic 
range (specific dynamic range dT) of:

d d T

b n f

R
Td

R
Td

R

c

x x

( ) ( )[dBs] lg( [s])

lg [Hz]

=

≈ − +

10

6 3 10                 (12)

d d T

b m n f

R
Fd

R
Fd

R

c

x x

( ) ( )[dBs] lg( [s])

( ) lg [Hz]

=

≈ − + +

10

6 3 10

[dBs] – read dB per second; dRx

…( )  – in linear scale.
The time domain related dynamic range refers 

the peak value of the time compressed signal to noise 
while the frequency domain related dynamic range 
compares the strength of an individual sine wave 
component with the noise power. 

All these equations have shown the large room 
that exists to adapt the properties of the sensing device 

to the actual requirements. In standard configura-
tions, the clock rate fc is fixed to 125 MHz (real time 
unit only) or 5, 7, 9, 13, and 18 GHz for the RF units, 
respectively. The length m of the shift register is either 
9 or 12 and the binary divider in our sensors is of or-
der 9. The recently achieved specific dynamic range is 
about dT (Td) ≈  114 dBs.

5. basic pre-processinG

Pre-processing is used to treat the captured data 
in such a way that it may be used by the subsequent 
main processing like microwave imaging, target de-
tection, parameter extraction, and so forth. The pre-
processing is mainly aimed at providing the IRF or 
FRF of the test object and at reduction of captured 
data volume to a manageable amount. The different 
procedures of pre-processing are distributed between 
the sensor internal processor (typically an FPGA 
and/or DSP) and the host computer. As long as the 
procedures deal with linear operations (e.g. correla-
tion, Fourier transform, low-pass filtering, averaging, 
etc.), their sequence can be arbitrary selected due to 
the law of commutation. Hence, one is well advised 
to start with simple and fast procedures which ad-
ditionally lead to a reduction of the data amount. 
Such procedures should run in the FPGA of the 
UWB-device in order to disburden the data interface 
to the host computer (e.g. USB2) which is often the  
bott leneck within the processing chain. Consequent-
ly, algorithms which increase the amount of data (e.g. 
time compression by correlation or imaging) should 
run after transmission to a computer. In what follows, 
some useful pre-processing approaches will be shortly 
summarized.

data reduction by blind measurements: The mini-
mum recording time of recent PN-sequence devices 
(which uses a 9th order binary divider for sampling 
control) ranges between 14 µs and 420 µs (i.e. about 
2.400 to 71.000 response functions per second) de-
pending on the clock rate and the order of the M-
sequence (for details see datasheets at www.ilmsens.
com). Usual Windows PCs may reliably handle only 
about 200 (9th order M-sequence) or 25 (12th order 
M-sequence) response functions per second. This 
gap may be bridged in the simplest case by ignoring 
most of the measurements. This approach will be the 
method of choice if the recording time is limited by 
physical reasons as e.g. for tracking of high speed tar-
gets (see eq. 10).

data reduction by synchronous averaging: In most 
of the intended applications of UWB PN-sensors, the 
motions and variations of the scenario under test are 
slow compared to the measurement speed. Hence, 
we can increase the recording time. This opens up 
the opportunity to apply synchronous averaging by 
which the noise performance of the measurement 
will be considerably improved and additionally the 
data throughput will be reduced (refer to (8), (9), and 
(11)). If the required update rate of the measurements 
may be handled by the host computer, this approach 
will not cause any data losses.

sachs J., Kmec m., fritsch H.C., Helbig m., Herrmann, R., schilling K., Rauschenbach P. Ultra-wideband pseudo-noise sensors
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data reduction by background removal: in many 
cases, the UWB-sensor observes a scenario in which 
only minor variations appear (e.g. in case of through-
wall radar, vital sign detection, supervision of a space 
etc.). Under such conditions, a new measurement will 
provide only minor new information. Therefore, the 
data amount can be drastically reduced by updating 
only the small variations  of the captured data relative 
to the previous measurements. A simple realization of 
such background removal may be achieved by expo-
nential filtering as expressed by (13).

 
y t y t y t

y t y t y t

k k k

k k k

( ) = ( ) + −( ) ( )
∆ ( ) = ( ) − ( )

−

−

α α1 1

1

             (13)

Herein, y tk ( )   represents the captured signal of 
the k-th measurement cycle. y tk ( )  is the background 
which is updated by every new measurement whereat 
the update speed is controlled by the forgetting fac-
tor α∈(0,1). The remaining signal ∆ ( )y tk  contains 
the variations (new information) gained by the k-th 
measurement. It has to be considered by the subse-
quent processing steps.

IRF and FRF determination: Typically the meas-
urement should provide either the IRF (in case of ra-
dar or TDR) or the FRF (in case of the network ana-
lyzer operation mode) of the investigated transmission 
path. Since their calculation from the captured data 
is numerically more expensive than the previously 
mentioned procedures, it should be done at the end of 
the pre-processing chain. Depending on the required 
measurement precision, we have several options:

option 1: Here, we assume that the sounding sig-
nal corresponds to an ideal M-sequence m(t). That is, 
we disregard all deviations of a real M-sequence (as il-
lustrated in Fig. 4 and 5) from the ideal one (as shown 
in Fig. 3). Under this condition, we can proceed as 
proposed by eq. (1), i.e. we calculate the cross-corre-
lation between receiving signal and ideal M-sequence. 
The result can be interpreted as a first order approxi-
mation of the IRF of the transmission path:

h t y t m t1( ) ( ) ( )∗ −( )∼                       (14)

Since the ideal M-sequence constitutes only 
from +1 or -1, the algorithm behind (14) can be im-
plemented by a very fast and efficient way [3, 11]. It 
is called the fast Hadamard-transform (FHT) which 
has some structural similarity to the fast Fourier-
transform (FFT). But in contrast to the FFT, it only 
requires summing and difference operations which 
can be handled extremely fast by modern FPGAs. 
The calculation of tens of thousands of IRFs per sec-
ond should be feasible which could be applied to de-
tect and track very fast objects. Note however, that 
(14) is linked with a time compression of the received 
signal which leads to an increased word length of the 
data (see also (8), (9) and related discussion). There-
fore, the FHT should only run at the FPGA if it also 
performs target detection in order to reduce the data 
amount to be transferred.

Transforming h(1)(t) into the frequency domain, 
we would also get a first order approximation of the 
FRF H(1)( f ) of the device under test (DUT).

option 2: This approach respects the actual time 
evolution or spectrum of the sounding signal. In or-
der to get this signal, one either needs a second re-
ceiver for reference measurements or one performs 
a calibration measurement with a direct connection 
of generator and receiver (it is often called “response 
calibration” in network analyzer terminology). Now, 
we can de-convolve the actual sounding signal out of 
the captured one to get a better approximation of the 
DUT behavior. De-convolution can be done by sev-
eral ways (see e.g. [12]). Here, we will only refer to 
a simple method which uses a frequency domain ap-
proach and a window function w( f ) for suppression 
of ill-conditioned parts of the spectrum. From this, 
we get a second order approximation of the DUT re-
sponse in time or frequency domain.

x t X f y t y f

H f
y f

X f
w f

FFT FFT

IFFT

( )  → ( ) ( )  → ( )

( ) =
( )
( ) ( )  →( )

;

2  ( )( )h t2
       (16)

option 3: Unfortunately, option 2 of FRF or IRF 
determination does not respect all imperfections of 
the measurement device as e.g. cross-talk, port mis-
match, multiple reflections etc. In order to remove 
these errors from the measurement, one needs a de-
vice calibration comparable to the approaches used 
for network analyzers. Deeper discussions of this top-
ic would go beyond the scope of this article. But the 
interested reader can find the theoretic basis for net-
work analyzer calibration in [13, 14] and correspond-
ing considerations related to PN-devices including 
some examples are given in [3, 9, 15, 16].  

The basic prerequisites to allow such error cor-
rections are twofold. Firstly, one has to capture the 
complete set of signals at any port of the DUT, i.e. in 
case of S-parameter measurements one needs to know 
all ingoing waves an as well as all emanating waves bn. 
Equivalently, one can also measure the current and 
the voltage at all ports. This is one of the reasons why 
ILMsens PN devices have two receive channels. The 
second assumption concerns the time stability of the 
measurement devices since their behavior must not 
change between repetitions of calibration and the 
time point of the measurement. Details of these issues 
are discussed in [2].

sUMMarY

The UWB PN-technique joins the circuit sim-
plicity of the pulse technique and the precision of the 
sine wave method with the LPI performance of the 
noise radar. Binary PN sequences of large bandwidth 
may be generated by comparatively simple means. 
The selection of appropriate PN-codes depends on 
several aspects such as their auto-correlation and 
cross-correlation properties as well as the technical 
challenges of their generation. In order to determine 
a reliable estimation of the impulse response func-
tion of a DUT, the auto-correlation function of the 
PN-sequence should approach a Dirac-delta. This is 
best fulfilled by Maximum Length Binary Sequences 
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(M-sequence) and complementary Golay-codes. In 
both cases, the auto-correlation function represents a 
comb of triangular peaks having a base width of dou-
ble the chip duration and a period according to code 
length. Hence, by increasing the code generating 
clock rate fc, the wanted Dirac-delta is approximated 
better and better.

A family of M-sequence devices for high-resolu-
tion short-range sensing was introduced and the key 
parameters of the devices where summarized.
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