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Po3ruasinyTo 3agauy kiacrepusaunii MacuMBiB BEKTOPHUX JaHMX, L0 MAaKTh NPOMylIeHi
3HAYeHHs] y AeKHX KOMIIOHEHTaX. 3anponoHOBAHO aJaNTHBHUH Miaxix Ao Kiacrepu3amii
TAKMX JaHUX 32 YMOB, KOJIM KJACH NepPeTHHAThCA. B OCHOBI minxoay € BHKOpHCTaHHS
mMoaudikoBanoi manu Koxonena i3 ¢pynkuiero cyCincrsa cneniajJbHOTo BUTJISIAY.

KiarodoBi cioBa: HedwiTka KJiacTepu3alis, caMoOpraHizopHa wepexa KoxoHena,
NMPaBWJIO HABYAHHS, HEMOBHI JaHi 3 MPONYIIeHHUMH 3HAYeHHSAMU.

The problem of clustering vector data sets with missing values in some components is
considered. The adaptive approach to clustering of data in situation then classes overlap is
proposed. The basis of the approach is the using of the modified Kohonen maps with the
neighborhood function of special kind.

Key words: fuzzy clustering, Kohonen self-organizing network, learning rule,
incomplete data with missing values.

Introduction

The task of clustering for data sets with missing values often occurs in applications and for its
solutions have been successfully used artificial neural networks [1] and method soft computing [2]. The
main assumption of this approach that the original array is set a priori, the number of missing values is
known in advance, and processing is organized in a batch mode. In this paper we propose an adaptive
fuzzy clustering procedure that is designed to deal with the data sequence containing an unknown number
of missing values, solves the prablem in the on-line mode, characterized by numerical simplicity using
strategy of nearest prototype [2].

Problem statement
Basdline information for solving the task of clustering in abatch mode is the sample of observations,
formed from N n-dimensional feature vectors X ={x,x,..,x}cR,xe X,k=12,...,N. The result of

clustering is the partition of origina data set into m classes (1<m< N) with some level of membership
Ugq (k) of k -th feature vector to the q-th cluster (1<g<m). Incoming data previously are centered and

standardized by all features, so that all observations belong to the hypercube [-1,1]" . In the presence of an

unknown number of missing values in vector-images %, , that form array X , let’sintroduce the sub-arrays:
Xg ={X € X | X, - vector containing all components} ;

Xp ={%,1<i<n,1<k <N| all values X, available in X} ;

Xg ={%; =21<i<n1<k <N| all values % ,absent in X} .
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The strategy of the near est centroid-prototype
The strategy of the nearest centroid-prototype can be considered as a hybrid strategy of the optimum
completion and partial distances[2] and consists of a sequence of steps:
1 Setting the initial conditions for the algorithm: fuzzifier f>0; m; desired accuracy

£>0; prototypes (centroids) of clusters wéo); the number of processing epochs 7=0,12,..,Q;

Xéo) ={-1< f(lg?) <1 - Ng arbitrary estimates of missing values X; € Xg ;

2. Calculation of membership levels by solving the optimization problem:

1 1
mo 2 R 2 —

Uém)(k):(z(‘xlgr)_wl(r) )5y 1(‘X|Sr)_wér) )y B
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(here vector RIET) differsfrom X, by replacing missing values %; € Xg by estimates ilsf) that are

calculated for the 7 -th epoch of data processing);

3. Calculation the prototypes (centroids) of clusters:
N N
wWi Y = U Y O P RO
k=1 k=1
4. Checking the stop conditions:

if Hw&”l) - W((f) <eV1<g<m or 7=Q, then the algorithm terminates, otherwise go to step 5;

5. Estimating of missing values by finding the prototype w((]”l) nearest to X, in the sense of
the partial distances
n
. n -
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where
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w{*Y = argmin{ D 3 (%, wi™™),...., D 3(%y wiT )}
q

and replacing the missing observations %,; by estimates ngi”l) = wéi”l).

Next, go to step 2.
Easy to see that on the fifth step, if considered it from the position of the Kohonen's self-organizing
maps [3], the winner neuron nearest to observation X isfounded in the terms of the partial distances Dg.
Then we can write the strategies in the form of the nearest prototype:
K —w 0 )5 —wg 0] D,

g 0=

=1

where %) =wg; (), wq (k) = argmin{ D3 (X, Wy (K)), ... DB (% , Wi (K)} ®)
q

Wy (k +1) = wy (K) +7(k +DU D k)P R —wy (k) vg=12,...m,
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with memberships between instance of real time k and k+1 are tuned in an accelerated time
7=0,12,...,Q, and centroids in on-line mode k =0,12,...,N,... using the Kohonen’s self-learning rule [3]

"The Winner Takes More" with the neighborhood function (U éQ) (k))ﬂ .

Thus, the fuzzy clustering for data with missing values can be organized in sequential mode by
conventional Kohonen's map with a special neighborhood function (U C(]Q)(k))ﬂ that having the Cauchy

distribution form.

Centroid-prototypes can also be recalculate in an accelerated time according to the last relation in
(2), although this complicates the realization of computational clustering procedure, which in this case has
the form

1
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where &7 =wi (k), wi? (k) = argmin{ D3 (%, wi” (k)),.... DB (% . Wi (K))}

w® (k) =w{? (k +1),

Wi (k+2) =W (k +D) + 7k + DU R ()P X —wl? (k+1)) .

Possibilistic adaptive strategy of the nearest centroid
The main disadvantage of probabilistic fuzzy clustering algorithms (FCM and similar procedures)
associated with hard condition on the sum of membership levels for each vector-image, which must be
equal to unity, i.e. indirectly attached the sense of probabilities to the memberships that is not always
correct from view of the problem.
For restrictions of these assumption possibilistic fuzzy clustering algorithms were introduced. The
basic procedure (PCM) has the form [4]:
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where 1, 20 determines the distance at which level of membership takesthe value 0.5, i.e. if

%~ wg “2 =g
then Uy (k) =0,5.
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Possibilistic strategy of nearest prototype-centroid in this case can be written as the following
sequence of steps:
1 Setting the initial conditions for the algorithm: fuzzifier f>0; m; desired accuracy

£>0; prototypes (centroids) of clusters wéo); the number of processing epochs 7=0,12,..,Q;

X((;O) ={-1< RIE?) <1 - Ng arbitrary estimates of missing values X; € Xg ;

2. Calculation of membership levels by solving the optimization problem:
1
Ug (k)= —
QO]
1+( @ )AL
Mg
3. Calculation the prototypes (centroids) of clusters:
N
> U w) R
W((1T+l) (k) — k=lN :
> Ui k)P
k=1

4. Checking the stop conditions:

if HW&HJ') - W((f) <eV1<g<m or 7=Q, then the algorithm terminates, otherwise go to step 5;

5. Estimating of missing values by finding the prototype w((f”) nearest to X, in the terms of

the partial distances:

n
3 n g 2
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finding
w{* = argmin{ D 3 (%, wi™),..., D 3(%y W)}
q
and replacing the missing observations %,; by estimates f(lgi”l) = Wéiﬁl).

6. Cadlculation the scalar distance parameter:

N
> U K)?
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2
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Xk Wq

N
> U w)”
k=1

Next, go to step 2.

Similarly to probabilistic adaptive clustering strategies based on the nearest centroid it is possible to
organize the process of possibilistic clustering. In this case, an analogue of the agorithm (1) is the
procedure:
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and of the algorithm (2) —
1
Uit- ~(7) 2
K w7
1+ (T)'B_
Mg
where % =w{") (k), Wi (k) =argmin{ D3 (X, W (K)),.... DA (%, Wi (K))}
q
(4)

W (k+2) =w{? (k + 1) + 7k + DU k)P 3 - wi? (k+1) Yg=12,...m,

k 2
ﬂéﬂl) _p=l -
> U (p)?
p=1

From a computational point of view the possibilistic procedures are more cumbersome, however,
their advantages connects with the fact that on their basis it’s easy to organize the process of new clusters
finding.

Experiments

Experimental research conducted on two standard samples of data such as Wine and Iris of UCI
repository [5].

To estimate the quality of the algorithm we have used quality partitioning criteriainto clusters such
as. Partition Coefficient (PC), Classification Entropy (CE), Partition Index (SC), Separation Index (S), Xie
and Beni's Index (XB), Dunn's Index (DI).

We also compared the results of proposed algorithms with other well-known ones such as Fuzzy C-
means (FCM) clustering algorithm and Gustafson-K essel clustering algorithm.

As seen from the experimental results (Table 1, Table 2 and Table 3), the proposed agorithms have
shown better results than the FCM and Gustafson-K essdl clustering algorithm.

Conclusions
The problem of adaptive probabilistic and possibilistic fuzzy clustering with missing data that are
fed for processing in the on-line mode, based on the strategy of the nearest prototype-centroid is
considered. The developed approach differs by conventional ones from computational simplicity, and the
operation can be organized using Kohonen self-organizing maps.
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Table 1

Results of experimentswith 10 missing values
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Table 2

Results of experimentswith 50 missing values
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Table 3
Results of experimentswith 100 missing values
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