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Розроблено метод навчання штуч
них нейронних мереж для інтелектуаль
них систем підтримки прийняття рі
шень. Метод проводить навчання не 
тільки синаптичних ваг штучної ней
ронної мережі, але й виду та парамет
рів функції належності; архітектури 
та параметрів окремого вузла мере
жі. В разі неможливості забезпечити 
задану якість функціонування штучних 
нейронних мереж за рахунок навчан
ня параметрів штучної нейронної мере
жі відбувається навчання архітектури 
штучних нейронних мереж. Вибір архі
тектури, виду та параметрів функції 
належності відбувається з урахуванням 
обчислювальних ресурсів засобу та з вра
хуванням типу та кількості інформації, 
що надходить на вхід штучної нейронної 
мережі. Зазначений метод дозволяє про
водити навчання окремого вузла мере
жі та здійснювати комбінування вузлів 
мережі. Розробка запропонованого мето
ду обумовлена необхідністю проведен
ня навчання штучних нейронних мереж 
для інтелектуальних систем підтрим
ки прийняття рішень, з метою обробки 
більшої кількості інформації, при одно
значності рішень, що приймаються. За 
значений метод навчання забезпечує в 
середньому на 10–18 % більшу високу 
ефективність навчання штучних ней
ронних мереж та не накопичує поми
лок в ході навчання. Зазначений метод 
дозволить проводити навчання штучних 
нейронних мереж; визначити ефектив
ні заходи для підвищення ефективнос
ті функціонування штучних нейронних 
мереж; підвищити ефективність функ
ціонування штучних нейронних мереж за 
рахунок навчання параметрів та архі
тектури штучних нейронних мереж. 
Метод дозволить зменшити викорис
тання обчислювальних ресурсів систем 
підтримки та прийняття рішень; виро
бити заходи, що спрямовані на підви
щення ефективності навчання штучних 
нейронних мереж; підвищити оператив
ність обробки інформації в штучних ней
ронних мережах
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1. Introduction

Decision support systems (DSS) are actively used in all 
spheres of human life. They are especially common in the 

processing of large data sets, providing information support 
for decision-making by decision-makers.

Currently, the basis of existing DSS are methods of artifi-
cial intelligence [1–10].
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The creation of intelligent DSS has become a natural 
continuation of the widespread use of DSS of the classical 
type. Intelligent DSS provide information support for all 
production processes and services of enterprises (organi-
zations, institutions). Intelligent DSS are used for design, 
manufacture and sale of products, financial and economic 
analysis, planning, personnel management, marketing, sup-
port for the creation (operation, repair) of products and long-
term planning. Also, these intelligent DSS have been widely 
used to solve specific tasks of military purpose, namely [1, 2]:

– planning the deployment, operation of communication 
systems and data transmission;

– automation of troops and weapons control;
– collection, processing and generalization of intelligence 

information on the state of intelligence objects;
– forecasting the electronic situation in communication 

channels, etc.
The main tool for solving computational and other prob-

lems in modern intelligent DSS is evolving artificial neural 
networks (ANN).

The prospects for the use of evolving ANNs are due to 
the fact that the capabilities of ANNs, which do not have the 
possibility of evolution, do not meet the requirements for the 
efficiency of data processing and their learning capabilities.

Evolving ANNs have both universal approximating pro-
perties and fuzzy inference capabilities, which are the reasons 
why they are widely used to solve various problems of data 
mining, identification, emulation, forecasting, intelligent 
control, etc. ANNs provide stable operation in conditions of 
nonlinearity, uncertainty, stochasticity and chaos, various 
perturbations and disturbances.

Despite their successful use to solve a wide range of data 
mining problems, these systems have a number of disadvan-
tages associated with their use.

The most significant shortcomings are the following:
– complexity of choosing the system architecture. As 

a rule, the model based on the principles of computational 
intelligence has a fixed architecture. In the context of ANN, 
this means that the neural network has a fixed number of 
neurons and connections. Therefore, adapting the system 
to new data coming in for processing that is different from 
previous data may be problematic;

– training in batch mode and training for several epochs re-
quires significant time resources. Such systems are not adapted 
to work with a sufficiently high rate of new data for processing;

– a lot of the existing systems of computational intel-
ligence can not determine the evolving rules by which the 
system develops and can also present the results of their work 
in terms of natural language. 

Thus, the task of developing new ANN training methods, 
which will solve these difficulties, is urgent.

2. Literature review and problem statement

In [3], an analysis of the properties of ANNs, which were 
used in predicting the concentration of air pollutants is per-
formed. It is emphasized that ANNs have a low convergence 
rate and a local minimum. The use of an extreme learning 
machine for ANN is proposed, which provides high efficien-
cy of generalization at extremely high learning speed. The 
disadvantages of this approach include the accumulation of 
ANN errors during the calculations, the inability to choose 
the parameters and type of membership function.

The work [5] presents an operational approach to spatial 
analysis in the marine industry to quantify and reflect related 
ecosystem services. This approach covers the three-dimen-
sionality of the marine environment, considering separately 
all marine areas (sea surface, water column and seabed). In 
fact, the method builds 3-dimensional sea models by esti-
mating and mapping the associated marine domains through 
the adoption of representative indicators. The disadvantages 
of this method include the impossibility of flexible adjust-
ment (adaptation) to evaluate models while adding (exclud-
ing) indicators and changing their parameters (compatibility 
and significance of indicators).

The work [6] presents a model of machine learning for 
automatic identification of requests and provision of infor-
mation support services exchanged between members of the 
Internet community. This model is designed to process a large 
number of messages from social network users. The disadvan-
tages of this model are the lack of mechanisms for assessing 
the adequacy of decisions and high computational complexity.

In [7], the use of ANN for the detection of heart rhythm 
abnormalities and other heart diseases is presented. The 
backpropagation algorithm is used as a method of ANN 
teaching. The disadvantage of this approach is its limitation 
to training only synaptic weights without training the type 
and parameters of the membership function.

In the work [8] the use of ANN to detect the avalanche 
is presented. The backpropagation algorithm is used as a me-
thod of ANN training. The disadvantage of this approach 
is its limitation to training only synaptic weights without 
training the type and parameters of the membership function.

In [9]. the use of ANN for the detection of anomaly de-
tection problems in home authorization systems is presented. 
The «winner gets everything» algorithm is used as a method 
of training Kohnen’s ANN. The disadvantages of this ap-
proach are the accumulation of errors in the learning process, 
the limitation to learning only synaptic weights without 
learning the type and parameters of the membership func-
tion, as well as the need to store previously calculated data.

In [10], the use of ANN to identify problems in detecting 
abnormalities in the human encephalogram is presented. 
The method of fine-tuning of the ANN parameters is used as  
a method of ANN training. The disadvantages of this ap-
proach are the accumulation of errors in the learning process, 
the limitation to learning only synaptic weights without 
learning the type and parameters of the membership function.

In [12], the use of machine learning methods, namely 
ANN and genetic algorithms is presented. A genetic algo-
rithm is used as a method of ANN training. The disadvantage 
of this approach is its limitation to training only synaptic 
weights without training the type and parameters of the 
membership function.

In [13], the use of machine learning methods is presented, 
namely ANN and differential search method. During the re-
search, a hybrid method of ANN training was developed, which 
is based on the use of the algorithm of error backpropagation 
and differential search. The disadvantage of this approach is its 
limitation to training only synaptic weights without training 
the type and parameters of the membership function.

In [14], the development of methods for ANN learning 
using the combined approximation of the response surface, 
which provides the smallest errors of learning and forecasting 
is carried out. The disadvantage of this method is the accu-
mulation of errors during training and the inability to change 
the architecture of the ANN during training.
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The work [15] shows the use of ANN to assess the effi-
ciency of the unit, using the previous time series of its per-
formance. SBM (Stochastic Block Model) and DEA (Data 
Envelopment Analysis) models are used for ANN training. 
The disadvantages of this approach are the limited choice 
of network architecture and training only synaptic weights.

The work [16] shows the use of ANN for the evaluation 
of geomechanical properties. The backpropagation algo-
rithm is used as a method of ANN training. Improving the 
characteristics of the backpropagation algorithm is achieved 
by increasing the training sample. The disadvantage of 
this approach is its limitation to training only synaptic 
weights without training the type and parameters of the 
membership function.

The work [17] shows the use of ANN for estimating 
traffic intensity. The backpropagation algorithm is used as 
a method of ANN training. Improving the performance of the 
backpropagation algorithm is achieved by using bandwidth 
connections between each layer, so that each layer sets out 
only the residual function relative to the results of the pre-
vious layer. The disadvantage of this approach is its limita-
tion to training only synaptic weights without training the 
type and parameters of the membership function.

These methods [1–17] are usually focused on learning 
synaptic weights or membership functions. However, these 
scientific works should not be used to analyze and predict 
the state of the electronic environment in special-purpose 
communication systems.

The use of the known [1–17] algorithms (methods, tech-
niques) of training artificial neural networks for forecasting 
the electronic environment does not meet the existing and 
future requirements for them, namely:

– increasing the amount of input information that artifi-
cial neural networks can process;

– increasing the reliability of decision-making by intelli-
gent decision support systems in the analysis of the electronic 
environment;

– increasing the speed of adaptation of the architecture 
and parameters of artificial neural networks in accordance 
with the tasks that arise;

– ensuring the predictability of the learning process of 
artificial neural networks in the analysis of the electronic 
environment;

– ensuring the calculation of large data sets for one era 
without saving previous calculations;

– impossibility to provide training for individual ele-
ments of the architecture of artificial neural networks;

– impossibility to combine the architecture of artificial 
neural networks (individual nodes).

3. The aim and objectives of the study

The aim of the study is to develop a method of training 
artificial neural networks for intelligent decision support 
systems that solve problems of analysis and forecasting of the 
electronic environment, which allows you to process more 
information with unambiguous decisions.

To achieve this aim, the following tasks were set:
– to determine the possibility of training the type and pa-

rameters of the membership function, as well as the architec-
ture and parameters of a single network node in addition to 
training the synaptic weights of the artificial neural network;

– to conduct approbation of the proposed method.

4. Determination of the possibility of training the type 
and parameters of the membership function as well as the 
architecture and parameters of a particular network node

To solve the problems of analysis and forecasting of the 
electronic environment of special-purpose networks, the au-
thors propose to use an evolving ANN cascade.

The architecture of the evolving ANN cascade [16–18] is 
presented in Fig. 1.

The zero layer of the system receives (nx1) -dimensional 
vector of input signals x(k) = (x(k), x1(k), x2(k), …, xn(k))T, 
which is then transmitted to the first hidden layer containing 
nodes-neurons, each of which has two inputs.

Output signals are formed at the outputs of N[1] nodes 
of the first hidden layer 
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these signals get to the selection unit SB, which performs 
the function of sorting the nodes of the first hidden layer 
according to the accepted criterion (usually the value of 
the mean square error σ
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1[ ]∗ get to the input of the node-neuron of the 

next layer. The process of building cascades continues until 
the required accuracy of information processing is achieved.

As nodes of the considered evolving ANN cascade, two-
input neuro-fuzzy systems that were considered earlier [1], 
and also two-input neuro-fuzzy nodes which architecture 
will be considered further can be used.

The problem of ANN learning is clearly complicated if the 
data coming to the input of the neural network are non-sta-
tionary and nonlinear, contain quasi-periodic, stochastic and 
chaotic components.
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[ 1]ˆ sy 

[ 1]ˆ sy 
SB

Fig. 1. Architecture of evolving ANN cascade [16–18]
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In these conditions, nonlinear models based on the mathe-
matical apparatus of computational intelligence [2–4] and, first 
of all, neuro-fuzzy systems proved to be the best. The advanta-
ges are the high approximating and extrapolating properties, 
learning ability, transparency and interpretability of the results. 
NARX-models should be also mentioned here and they look like:



y k f
y k y k

y k n x k x k ny x

( ) =
−( ) −( )
−( ) −( ) −( )











1 2

1

, ,...,

, ,..., 
,  (1)

where 


y k( ) is the estimate (forecast) of the sequence at the 
moment of discrete time k = 1 2, ,...; f •( ) is some nonlinear trans-
formation implemented by the neuro-fuzzy system; x k( ) is the 
exogenous factor that determines the behavior of y k( ).

It can be seen that the description (1) corresponds to the 
ANARX-models (Additive Nonlinear Autoregressive Exo-

genous – NARX) and WANARX-models (Additive Non-
linear Autoregressive Exogenous Weighted – ANARX). 
Such models are well studied and there are a lot of architec-
tures and algorithms for their training, but it is assumed that 
the order of the model is somehow predetermined.

In the case of structural nonstationarity of the studied se-
ries (in this case it is the analysis of the electronic situation), 
these orders are a priori unknown and must be adjusted in 
the learning process.

Given the above, the classic procedure for learning net-
works is the adjustment of synaptic weights, without taking 
into account other network learning opportunities, such as 
the type of architecture of individual network nodes and 
network composition (node combinations).

Fig. 2 shows the proposed method of training of the arti-
ficial neural network.
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Fig. 2. Algorithm of functioning and training of the evolving ANN
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Improvement of this learning algorithm consists in add-
ing the following procedures: determining the composition 
of the ANN and the order of the model nx, ny; adjusting the 
architecture of a single node; checking the capabilities of 
the architecture of a single node of the ANN and ANN as  
a whole to the known methods of training of artificial neural 
networks.

There is additional training of artificial neural networks, 
which was not taken into account in [1–17]:

– the architectures of artificial neural networks depend-
ing on the amount of source information (number of layers, 
number of hidden layers, number of connections between 
neurons in the layer and between layers);

– the architecture and parameters of a separate node of 
artificial neural networks;

– the possibility of combining nodes of an artificial neural 
network.

Step 1. The initial step consists in entering the initial data.
Step 2. Determination of the composition of the ANN 

(number of nodes) and the type of the model nx, ny.
Step 3. Correction of the architecture of a single ANN node.
Step 4. Correction of the weights of a single node neuron.
Step 5. Correction of the type and parameters of the mem-

bership function (MF). It should be noted that the implemen-
tation of steps 4 and 5 can be performed both sequentially and 
in parallel depending on the software implementation.

Steps 6–7. Check of the capabilities of the architecture of 
a single node.

Steps 8–9. Check of the architecture’s ability to process 
the amount of information that is coming to its input.

Let us consider the proposed method in detail.
Step 1. Entering the initial data.
At this stage, the initial parameters of the network are 

entered: the number of layers, the number of nodes, the num-
ber of connections between them, the initial values of the 
membership function.

Step 2. Determination of the composition of the ANN 
(number of nodes) and the type of the model nx, ny.

ANARX-model looks as follows [7, 17]:



y k f y k x k f y k x k

f y k n x kn

( ) = −( ) −( )( ) + −( ) −( )( )+ +

+ −( )
1 21 1 2 2, , ...

, −−( )( ) = −( ) −( )( )
=
∑n f y k l x k ll
l

n

, ,
1

 (2)

where n n ny x= { }max , ,  the initial task of the synthesis of the 
prediction system is decomposed into many local problems 
of parametric identification of models-nodes with two inputs 
y k l−( ), x k l−( ), l n= 1 2, ,..., ,... . 

Fig. 3 shows the architecture of the ANARX-system, formed 
by two lines of pure delay elements z z y k y k− − ( ) = −( )( )1 1 1  and 
n parallel connected nodes N l[ ].

Training of these nodes is carried out independently of 
each other, and the introduction of new nodes or the ex-
clusion of redundant ones does not affect all other neurons, 
so the evolution of such a system is realized by elementary 
manipulation of the number of nodes.

As the node of the ANARX-system under consideration, 
the two-input neuro- fuzzy systems discussed earlier, as well 
as the two-input neo- fuzzy nodes are used.

Step 3. Correction of the architecture of a single ANN node.
When the speed of data processing and simplicity of 

numerical implementation of the computational intelligence 
system come to the fore, instead of neuro-fuzzy nodes of the 
ANARX model, it is advisable to use neuro-fuzzy neurons, 
which belong to the nonlinear learning systems.

The architecture of the neuro-fuzzy-neuron as a node of 
the ANARX-system is shown in Fig. 4. The advantages of 
the neuro-fuzzy neuron include high learning speed, compu-
tational simplicity, good approximating properties, and the 
ability to find a global minimum of the learning criterion.

The constituent elements of the neuro-fuzzy neuron are 
nonlinear synapses NSy , NSx , in which the rules of fuzzy zero- 
order Takagi-Sugeno inference are implemented, however, as 
it is easy to notice, the neuro-fuzzy-neuron is much simpler 
structurally than the neuro-fuzzy node shown in Fig. 3.

When the input of such a node receives signals y k l−( ), 
x k l−( ), the output value is formed:
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wix
l  is the synaptic weights of the l-function neuron, µ ix is the 

membership function.
And at the output of the ANARX-model as a whole:
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since the neuro-fuzzy neuron is also an additive model, the 
ANARX model on neuro-fuzzy neurons is twice additive.

Step 4. Correction of the weights of a single node neuron.
Correction of neuronal weights in the ANN node is  

based on the known scientific approaches, described for exam-
ple in [18, 19].

 
 

 1N
1z

 2N

 nN

1z

1z

1z  

1z

1z

 y k

 x k

  

      1
1ˆ 1 , 1y k f y k x k  

 
    

2

2

ˆ

2 , 2

y k

f y k x k



  

 
    

ˆ

,

n

n

y k

f y k n x k n



  

      
1

ˆ ,
n

l
l

y k f y k l x k l


  





Fig. 3. Architecture of the ANARX-system [16–18]
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Step 5. Correction of the type and parameters of the 
membership function (FN).

As membership functions in the neuro-fuzzy-neuron, 
triangular constructions corresponding to the conditions of  
a single partition are usually used.

µ iy
i

h

y k l
=
∑ −( )( ) =

1

1;  µ ix
i

h

x k l
=
∑ −( )( ) =

1

1,  (5)

which simplifies the design of the node, eliminating the 
layer of normalization. As membership functions of the 
neuro-fuzzy-neuron, it was proposed to use B-splines, which 
provide a higher quality of approximation and also meet 
the conditions of a single breakdown. In this case, for the 
B-spline of the q-th order, the following can be written:
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It should be mentioned that B-splines are a kind of gener-
alized membership functions: for example, at q = 2 we obtain 
traditional triangular membership functions, at q = 4 we ob-
tain cubic splines, etc.

Entering further vector variables:

w w w w wl
y

l
h y
l

x
l

h x
l= ( )1 1, , , ,,..., , ,..., ,

T

ϕ µ µl
y hyk y k l y k l( ) = −( )( ) ( ) −( )1 ,..., ,

µ µ1x hxx k l x k l−( )( ) −( )( ),...,
T

(4) can be rewritten:



y k w kl l l( ) = ( )Tϕ  (8)

and using the optimal gradient one-step Kachmazh-Widrow-
Hoff algorithm:

w k w k

y k w k x k

x k
x k

h h

h h

h

h

( ) = −( ) +

+
( ) − −( ) ( )( )

( )( )
( )( )

1

1
2

T ϕ

ϕ
ϕ  (9)

we obtain taking into account (9):

w k w k r k

y k w k k k

l l
l

l l l

( ) = −( ) + ( ) ×

× ( ) − −( ) ( )( ) ( )

−1

1

1

T ,ϕ ϕ

r k r k k kl l
l l( ) = −( ) + ( ) ( )α ϕ ϕ1 T ,  0 1≤ ≤α ,  (10)

which has both filtering and tracking properties. It can also 
be seen that for α = 1 (9) it completely coincides with the 
optimal Kachmazh-Widrow-Hoff algorithm (10).

Steps 6–7. Check of the capabilities of a single node ar-
chitecture.

At this stage, the ability of the architecture of the ANN 
node with certain parameters to perform a computational 
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Fig. 4. Neo-fuzzy node of the ANARX system [16–18]
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task is tested. The ability to perform a computational task 
is determined by comparing the computational capabilities 
of the architecture and parameters of the ANN node and the 
required computing resources of the ANN node.

In the case of mismatch of computing resources of the 
ANN node, there is a change of parameters of the ANN node, 
and in case of impossibility to increase computing resources 
of the node – there is a change of architecture and parameters 
of the ANN node.

Steps 8–9. Check of the architecture’s ability to process 
the amount of information coming to its input.

Since each node of the ANARX N l[ ]  model is configured 
independently of the others and is essentially a separate 
neuro-fuzzy system, to improve the quality of the obtained 
predictions, you can use the idea of combining an ensemble 
of neural networks. This approach naturally leads to the ar-
chitecture of the weighted ANARX neuro-fuzzy-WANARX 
system shown in Fig. 5.

The output signal of this system can be written as:

� � ��
y k c y k c y kl

l

n
l( ) = ( ) = ( )

=
∑

1

T ,  (11)

where 
�� �� �� ��
y k y k y k y kn( ) = ( ) ( ) ( )( )1 2, ,..., ,

T
 is the vector of the 

weight coefficients that adjust and determine the proximity 
of the signals 



y kl ( )  to the process that is predicted (pro-
cessed) by y k( )  and meets the conditions of non-bias:

c c Il
l

n

n
=
∑ = =

1

1T ,  (12)

where I nn − ×( )1  is the vector formed by units.
To find the vector c in batch mode, you can use the 

method of undetermined Lagrange multipliers. To do this,  
a sequence of errors is used:

v k y k y k y k c y k

c I y k c y k c I y kn n

( ) = ( ) − ( ) = ( ) − ( ) =

= ( ) − ( ) = ( ) −

� ��

� �
T

T T T yy k c V k( )( ) = ( )T .  (13)

Lagrange function:
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k
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1
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where λ  is the undetermined Lagrange multiplier, R V k V k
k

= ( ) ( )∑ T 
R V k V k

k

= ( ) ( )∑ T  is the correlation matrix of errors.

The system of Karush-Kun-Tucker equations is also used:
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The solution of the system (15) will lead to:
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 (16)

while the Lagrangian (17) at the saddle point takes the value:

L c I R In n∗( ) = ( )− −
, .λ T 1 1

 (17)

The implementation of the algorithm (16) may encounter 
significant difficulties in processing information with a high 
degree of correlation of signals 



y kl ( ). This leads to poor con-
ditionality of the matrix R, which must be rotated on each 
clock of real time k.

We write the Lagrange function (14) as:

L c y k c y k c I
k

n,λ λ( ) = ( ) − ( ) + −( )∑ T T�� 2
1  (18)

and a gradient algorithm for finding its saddle point based on 
the Arrow-Hurwitz procedure [17, 18]:
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 (20)

where ηc k( ), ηλ k( ) are the learning step parameters. 
The Arrow-Hurwitz procedure is reduced to a saddle 

point under the fairly general assumptions of relative values 
ηc k( ), ηλ k( ), but these parameters can be optimized to speed 
up the learning process.
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To do this, we multiply the first relation (20) on the  
left by 

��
y k( ) :

�� ��

�� ��
y k c k y c k k

v k y k k y I

c

n

( ) ( ) = −( ) + ( ) ×

× ( ) ( ) − −( )( )
T

T

1

2 1
2

η

λ  (21)

and use an additional function that characterizes the crite-
rion convergence:
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Solution of the differential equation:
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allows us to get the optimal values of the learning step ηc k( ) 
in the form:

η
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substituting it in (20), it is finally possible to write down:
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It is easy to notice that the procedure (25) coincides with 
the Kachmazh-Widrow-Hoff algorithm (9).

Based on equations (11)–(25), the ability of the network 
architecture and parameters to process information with a gi-
ven degree of reliability of the obtained results is checked. On 
the basis of the specified comparison, at the first stage the deci-
sion concerning the adjustment of ANN parameters, and in case 
of adjustment impossibility of the ANN architecture is made.

5. Approbation of the method of training artificial neural 
networks for intelligent decision support systems

Simulation of the proposed method was performed in the 
Matlab 2019 software environment.

To demonstrate the effectiveness of the proposed weigh-
ted ANARX system, a forecast of the electronic environment 
of special radio systems was made.

To evaluate the effectiveness of the proposed method, 
modeling was performed using the following components:

– personal computer with special software and Matlab 2019;
– Agilent OmniBER 718 digital flow analyzer with soft-

ware and a set of connecting cables that measures parameters;

– TRC 274 H/V/UHF Jammer (20-3000), which simu-
lated the operation of the electronic warfare system (trans-
mitter power is 20 W, the frequency band that can be 
suppressed is 10 MHz, the type of interference is the noise 
interference with frequency manipulation; strategy of the 
REB complex is dynamic);

– MikroTik NetMetal 5 broadband radio access stations 
with the following parameters (128 positional quadrature 
amplitude manipulation; radiation bandwidth is 40 MHz, 
radiation power is 1 W; radiation frequency is 2.4 GHz).

To predict the state of the electronic environment, the 
training of the artificial neural network lasted for three 
sessions of 17 hours each (full measurement cycle of Agilent 
OmniBER 718 for broadband facilities).

After that, the forecast of the state of the electronic situa-
tion was carried out. Approbation was performed under equal 
conditions for each of the systems.

The square root of the RMSE standard error was used as 
a prediction quality criterion.

A multilayer perceptron (MLP), a radial basis function 
network (RBFN), and an adaptive neuro-fuzzy inference 
system (ANFIS) were used to compare prediction quality.

The results of forecasting the state of the electronic envi-
ronment for different systems are presented in Table 1.

Table 1

Forecasting results for different systems

Name of the system
Number of 
adjustable 
parameters

RMSE 
(training)

RMSE 
(test)

Time, 
sec

MLP 53 0.1158 0.1507 0.1181

RBFN 23 0.1166 0.2255 0.1181

ANFIS 81 0.0659 0.1965 0.1181

Evolving cascade  
system with  

neo-fuzzy nodes
21 0.0584 0.1181 0.1181

Since the multilayer perceptron cannot operate in near-
real-time mode, 2 variants of this system were selected for 
comparison.

The first multilayer perceptron was trained during one 
epoch. The second multilayer perceptron was trained for five 
epochs, and the number of adjustable parameters in this case 
was approximately equal to the number of adjustable para-
meters in the proposed systems. In both cases, the multilayer 
perceptrons contained 4 inputs and 7 nodes in the hidden 
layer. The number of adjustable parameters was 43.

For the second multilayer perceptron, the operating time 
was almost 2 times longer, but at the same time, the predic-
tion quality was also almost 2 times better. Two radial basis 
function networks were also selected.

The number of parameters of the first radial basis func-
tion network was almost equal to the number of parameters 
of the proposed systems. The architecture of the second 
radial basis function network was chosen taking into ac-
count the quality of its operation. In the first case, the radial 
basis function network had 3 inputs and 7 nuclear functions.  
In the second case, the radial basis function network also had 
3 inputs, but 12 nuclear functions.

The ANFIS system showed one of the best prediction 
results in this experiment. It had 4 inputs, 55 nodes and was 
studied for five epochs. For the training, the parameter α was 
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set equal to 0.62. The system contained 37 adjustable para-
meters. B-splines with q = 2 (triangular membership functions) 
were used as membership functions. The forecast quality of this 
system was quite high, and the training time was the shortest.

Table 2
Comparison of the forecasting results

Systems
Number of 
adjustable 
parameters

RMSE 
(training)

RMSE 
(test)

Time, 
sec

MLP (version 1) 44 0.0610 0.0710 0.4263

MLP (version 2) 44 0.0246 0.0391 0.9319

RBFN (version 1) 37 0.0661 0.0842 0.6562

RBFN (version 2) 62 0.0473 0.0604 1.1250

ANFIS 82 0.0247 0.0396 0.7131

ANARX with  
neuro-fuzzy nodes

39 0.0923 0.0952 0.4310

Weighted ANARX 
with neuro-fuzzy 

nodes
38 0.0437 0.0553 0.3760

The research of the developed method showed that 
this training method provides on average 10–18 % higher 
learning efficiency of artificial neural networks and does not 
accumulate errors during training (Table 1, 2). This can be 
seen by the efficiency of data processing in the last columns 
of Table 1, 2.

6. Discussion of the results of development of training 
method of artificial neural networks for intelligent 

decision support systems

The main advantages of the proposed evaluation method are:
– does not accumulate learning errors during the training 

of artificial neural networks by adjusting the parameters and 
architecture of the artificial neural network. This is explained 
by expressions (1)–(3), (9);

– unambiguity of the obtained results – expressions (3), (4);
– wide scope of use (decision support systems);
– simplicity of mathematical calculations;
– possibility of adapting the system during operation and 

its individual elements – expression (9);
– possibility of synthesizing the optimal structure of the 

decision-support system – expressions (11)–(25).
As for the limitations of this method, this method is 

adapted for analysis and forecasting of the electronic en-
vironment in terms of its uncertainty and high dynamics. 
However, the proposed method is able to successfully solve 
the problem of data analysis and forecasting with appropriate 
adaptation to a particular type of decision support systems.

The disadvantages of the proposed method include:
– loss of informativeness in the assessment (forecasting) 

due to the construction of the membership function. This 
loss of information can be reduced by choosing the type of 
membership function and its parameters in the practical 
implementation of the proposed methodology in decision 
support systems. The choice of the type of membership 
function depends on the computing resources of a particular 
electronic computing device.

– lower accuracy of assessment by a single parameter of 
state estimation;

– loss of accuracy of results during the reconstruction of 
the architecture of the artificial neural network.

This method will allow:
– to train artificial neural networks;
– to identify effective measures to improve the efficiency 

of artificial neural networks;
– to increase the efficiency of artificial neural networks 

by training the parameters and network architecture;
– to reduce the use of computing resources of decision 

support systems;
– to develop measures aimed at improving the learning 

efficiency of artificial neural networks;
– to increase the efficiency of information processing in 

artificial neural networks.
This research is a further development of research con-

ducted by the authors. It is aimed at the development of  
theoretical foundations for improving the efficiency of artifi-
cial intelligence systems published earlier [1, 2, 29–32].

Areas of further research should be aimed at reducing the 
computational costs in the processing of various types of data 
in special-purpose systems.

7. Conclusions

1. A method of training artificial neural networks for in-
telligent decision support systems has been developed.

Improvement of the efficiency of information process-
ing, reduction of the estimation and forecasting error are 
achieved by:

– learning not only the synaptic weights of the artificial 
neural network, but also the type and parameters of the mem-
bership function;

– learning the architecture of artificial neural networks;
– the possibility of combining elements of an artificial 

neural network, which will allow the adaptation of the ar-
chitecture and parameters of the network to solve a specific 
type of problems;

– learning opportunities for individual elements of the 
artificial neural network;

– calculation of data for one epoch without the need 
to store previous calculations and this reduces the time for 
processing information by not having to access the database;

– absence of accumulation of learning errors of artificial 
neural networks as a result of processing information arriving 
at the input of artificial neural networks.

2. Approbation of the proposed method by the example of 
forecasting the state of the electronic environment is carried 
out. This example showed an increase in the efficiency of arti-
ficial neural networks at the level of 10–18 % of the efficiency 
of information processing through the use of additional train-
ing procedures for artificial neural networks.
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