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1. Introduction

Image analysis using computer technology and various 
predictive applications are commonly used in various fields 
of human activity and agriculture is one of them. The num-
ber of farms is constantly growing and their productivity 
is increasing, so the importance of computer technology 
in the automation of agricultural processes is gradually 
rising. When raising cows, the relationship between live 
weight (LW), milk yield, and fodder consumption can be 
taken as criteria for organizing the attendance and nutrition 
of animals in present-day conditions. These parameters 
are quite important and must be strictly controlled. When 
they go beyond the permissible limits, it immune system 

of cows is significantly affected, and, accordingly, the eco-
nomic efficiency of the farm suffers. Negative changes in live 
weight can indicate health problems of the animal, inappro-
priate environmental conditions, and nutrition overlook. 
Consequently, such a parameter as live weight is certainly 
important for dairy cows [1]. It should be noted that the 
measurement and maintenance of cattle are still manual and 
rather expensive.

Therefore, it seems appropriate to use methods of com-
putational intelligence to solve these problems, in particular, 
a neural network approach using several neural network 
models. Convolutional artificial neural networks are used 
to recognize cows in a photograph and identify their breed 
followed by determining its body dimensions using the ste-

BREED RECOGNITION AND 
ESTIMATION OF LIVE WEIGHT OF 

CATTLE BASED ON METHODS 
OF MACHINE LEARNING AND 

COMPUTER VISION

O l e k s a n d r  B e z s o n o v
Doctor	of	Technical	Sciences,	Professor*

O l e h  L e b e d i e v
PhD,	Associate	Professor**

V a l e n t y n  L e b e d i e v
Postgraduate	Student**

Y u r i y  M e g e l
Doctor	of	Technical	Sciences,	Professor,	Head	of	Department

Department	of	Cybernetics
Kharkiv	Petro	Vasylenko	National	Technical	University	of	Agriculture

Alchevskykh	str.,	44,	Kharkiv,	Ukraine,	61002
D m y t r o  P r o c h u k h a n 

Lecturer	
Kharkiv	Computer	Technology	Professional	College	of	the	National	

Technical	University	«Kharkiv	Polytechnic	Institute»
Manizera	str.,	12,	Kharkiv,	Ukraine,	61002

O l e g  R u d e n k o
Corresponding author

Doctor	of	Technical	Sciences,	Professor,	Head	of	Department*
E-mail:	oleh.rudenko@nure.ua

*Department	of	Сomputer	Intelligent	Technologies	and	Systems***	
**Department	of	Electronic	Computers***

***Kharkiv	National	University	of	Radio	Electronics
Nauky	ave.,	14,	Kharkіv,	Ukraine,	61166

A method of measuring cattle parameters 
using neural network methods of image 
processing was proposed. To this end, 
several neural network models were used: a 
convolutional artificial neural network and 
a multilayer perceptron. The first is used to 
recognize a cow in a photograph and identify 
its breed followed by determining its body 
dimensions using the stereopsis method. 
The perceptron was used to estimate the 
cow's weight based on its breed and size 
information. Mask RCNN (Mask Regions 
with CNNs) convolutional network was 
chosen as an artificial neural network.

To clarify information on the physical 
parameters of animals, a 3D camera (Intel 
RealSense D435i) was used. Images of cows 
taken from different angles were used to 
determine the parameters of their bodies 
using the photogrammetric method.

The cow body dimensions were 
determined by analyzing animal images 
taken with synchronized cameras from 
different angles. First, a cow was identified in 
the photograph and its breed was determined 
using the Mask RCNN convolutional neural 
network. Next, the animal parameters were 
determined using the stereopsis method. The 
resulting breed and size data were fed to a 
predictive model to determine the estimated 
weight of the animal.

When modeling, Ayrshire, Holstein, 
Jersey, Krasnaya Stepnaya breeds were 
considered as cow breeds to be recognized. 
The use of a pre-trained network with its 
subsequent training applying the SGD 
algorithm and Nvidia GeForce 2080 video 
card has made it possible to significantly 
speed up the learning process compared to 
training in a CPU.

The results obtained confirm the 
effectiveness of the proposed method in 
solving practical problems
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where BW is the estimated live weight of livestock (pounds); 
HG is the withers height (inches); BL is body length (inches).

The conventional process of measuring an animal is 
shown in Fig. 2.

Fig.	2.	Conventional	process	of	measuring	animals

Thus, when determining (evaluating) the LW of cattle, 
an important problem of determining its size arises. As 
shown in Fig. 2, this task becomes harder when measuring 
animals in real conditions.

Therefore, it seems very important to develop a modern 
approach to solving these problems based on computational 
intelligence, in particular, machine learning. This reduces 
both the time spent makes possible automation of these 
processes.

2. Literature review and problem statement

Practical approaches to predicting the live body weight 
of animals use various methods of regression analysis (simple 
regression, multiple regression, ridge regression, multivar-
iate adaptive spline regression). The method of principal 
components is also used. Smart analysis methods are more 
flexible than classical ones [2].

Computational intelligence technologies have begun to 
be widely used in problems of improving the efficiency of 
agricultural production. For example, the problem of pre-
dicting the cost of bull slaughtering based on data of bull 
height using ANN was solved in [4]. Comparison of the 
effectiveness of neural networks and regression models of 
predicting the animal weight was made and a conclusion on 
a significant advantage of the former was drawn in [5, 6]. 
The problem of estimating the animal weight using methods 
of digital image analysis was considered in [7] which was a 
significant step forward.

The effectiveness of predicting the breeding value of 
dairy cattle using artificial neural networks and neuro-fuzzy 
systems was demonstrated in [8].

The effectiveness of artificial neural networks and deci-
sion trees used to predict live weight was compared and the 
effectiveness of neural networks was confirmed in [9]. The 
use of machine vision methods for solving such problems 
turned out to be very successful. For example, the weight of 
broiler poultry [10] and goats [11] was predicted using 3D 
computer vision. An artificial neural network has been suc-
cessfully used in [12] for predicting the rabbit body weight. 
The percentage of carcass meat in young pigs was predicted 

reopsis method. Multilayer perceptron, in turn, is used to 
estimate cattle weight based on breed and size information.

To clarify information on the physical parameters of an-
imals, a 3D camera (Intel RealSense D435i) is additionally 
used. It should be noted that the use of just 3D cameras does 
not provide good results due to their limited capabilities. 
Thus, images of cows taken from different angles were used 
to determine parameters of cow bodies using the photogram-
metric method. Parameters such as withers height (WH), 
hip height (HH), body length (BL), and hip width (HW) 
of cows are obtained using photogrammetry. Using these 
parameters (input parameters WH, HH, BL, HW, and out-
put parameter LW), an estimation model based on ANN was 
constructed.

The cow body size is determined by analyzing images of 
animals taken with synchronized cameras from different an-
gles. First, a cow is identified in the image and its breed is de-
termined using the Mask RCNN convolutional neural net-
work. Then withers height, hip height, body length, and hip 
width of the cow are determined using the stereopsis method 
which makes it possible to determine geometric parameters 
of objects in digital images and take measurements on them. 
Acquisition of digital images and their photogrammetric 
processing involve several fully defined steps that enable 
the generation of 3D or two-dimensional digital models of 
the animal body. The resulting breed and size data are then 
fed to a predictive model that determines the animal weight.

Live weight of different animals is usually [1, 2] found 
for various purposes from regression equations derived with 
a considerable time input.

To do this, any method of determining the animal LW 
is used.

These methods, first of all, include the Trukhanovsky 
method in which the following formula is used to determine 
the live weight of adult cattle:

,
100
A B

LW K
⋅

= ⋅    (1)

where A is the chest girth measured behind the shoulder 
blades (Fig. 1);

B is the straight body length measured with a stick, cm;
K is the correction factor (2 for dairy breeds and 2.5 for 

dairy-and-meat and meat breeds).

Fig.	1.	Trukhanovsky	method	of	measuring	cattle	

To determine the approximate live weight, special tables 
are used. Their initial data include animal measurements 
taken at a correct positioning of the animal (legs are upright 
and head at the back level).

There are other methods of estimating the cow weight 
and body size, in particular, the Pin Bone method [3]
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To achieve this objective, the following tasks were set:
‒ develop an algorithm of determining the cattle size 

based on the stereopsis method;
‒ develop a neural network system for animal detection 

and recognition of its breed;
— develop a structure of an intelligent system of breed 

recognition and estimation of livestock LW;
— carry out modeling of the process of recognizing 

various cow breeds and estimating their linear dimensions 
followed by determining their weight applying a neural net-
work predictive model.

4. The study materials and methods

The following assumptions were made in the studies:
1. Different cow breeds are recognized (Ayrshire, Hol-

stein, Jersey, Krasnaya Stepnaya) simultaneously.
2. To determine the cattle size, the stereopsis method is 

used consisting of the underwritten.
Let there are two cameras specified by their matrices 

P and P ’ in a certain coordinate system. In this case, it is 
said that there are a couple of calibrated cameras. If the 
centers of the cameras do not coincide, then this pair of 
cameras can be used to determine the 3D coordinates of 
the observed points.

The coordinate system is often chosen so that the 
camera matrices are of the following form: P=K[I |0], 
P ’=K ’[R’|t’] (this can always be done by choosing the origin 
coinciding with the center of the first camera and directing 
the Z-axis along its optical axis).

Let us consider a point P in real 3D space projected 
simultaneously at two image points p and p’ through two 
camera projection centers (C and C’). Points P, p, p’, C, 
and C’ lie in a plane called the epipolar plane. The epipo-
lar plane intersects each image to form the intersection 
lines. These lines (l and l’) correspond to the projection 
of rays through p and P as well as p’ and P and are called 
epipolar lines. This projection is described by epipolar 
geometry [23] (Fig. 3).

Epipolar geometry is used both to search for stereo pairs 
and check that a pair of points can form a stereo pair (i. e., a 
projection of some space point).

Epipolar geometry has a very simple coordinate notation. 
Let there be a pair of calibrated cameras and let p be homo-
geneous coordinates of a point in the image of one camera 

in [13] using linear regression models and artificial neural 
networks. Weighing pigs using machine vision and artificial 
neural networks was considered in [14] and a 3D shape of 
live pigs was obtained in [15] using stereophotogrammetry. 
The study [16] reported digital image analysis to estimate 
the live weight of pigs and mature live weight was estimated 
using body measurements in kara sheep [17].

Classification and forecast of milk yield of Holstein-Frie-
sian cattle were considered in [18] using parametric and 
nonparametric statistical classification models. Comparison 
of the most common discriminant analysis strategy with a 
neural network approach showed that ANN is more effective 
in terms of predicting the level of milk yield.

However, all these studies [1–18] have a serious 
drawback: the animal size was measured either in real 
conditions using conventional analysis methods or digital 
images. This is explained by the fact that conventional 
methods using direct observation of animals and mea-
surement of their parameters often negatively affect the 
behavior of animals. In addition, the time spent for ob-
taining a forecast increases significantly since all animals 
are measured sequentially and analysis of digital images 
requires high-quality photographs.

An approach in which ANN was used to estimate the 
weight of animals depending on the photogrammetric size 
of their body has turned out to be more effective [19]. Pho-
togrammetry is a technology for obtaining quantitative 
and qualitative information on the natural and industrial 
characteristics of an object under study using photographic 
or non-photographic images [20]. Finding digital images 
and their photogrammetric processing enable the creation 
of 3D or 2D digital body models as an end product. The 
main disadvantage of this method consists in the need for 
high-quality images.

Measuring the points in images is much easier than in 
real life. Thus, it is possible to obtain many points in a very 
short time and build the best 3D models of objects [21]. 
Comparison of photogrammetric and classical methods of 
volume calculation showed that the photogrammetric meth-
od is more effective in terms of accuracy and cost of obtain-
ing results. In addition, the application of this method 
significantly saves the study time [22]. However, as 
already noted, the approach used in [21, 22] requires 
high-quality images.

It should be specially pointed out that only one 
breed was considered and, as already noted, conven-
tional methods of measuring their parameters were 
used in almost all these works [1–19]. The task becomes 
much more complicated if animals of various breeds 
differing in their parameters and weight enter the herd 
under consideration.

3. The aim and objectives of the study

The study objective is to develop a method of 
measuring the cattle parameters using neural network 
algorithms of image processing and structure of the intel-
ligent system for recognizing the breed and estimating the 
cattle’s live weight. This will make it possible not only to 
speed up the process of measuring the animal parameters 
and improve results due to the elimination of subjectivity 
but also to automate the management of the farm in general.

 

 
  

Fig.	3.	Epipolar	geometry
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and p’ be that of the second camera. There is a 3×3 matrix F 
such that a pair of p, p’ points is a stereo pair if and only if:

(p’)TF p=0.    (3)

Matrix F is called a fundamental matrix of rank 2. It is 
determined with accuracy up to a nonzero factor and de-
pends only on matrices of initial cameras P and P’.

In the case when forms of the camera matrices are 
P=K[I |0], P ’=K ’[R |t], the fundamental matrix can be calcu-
lated from the formula:

( )1 .
T T T

x
F K RK KR t−  = ′      (4)

where notation [ ]xe for the vector e is calculated as follows:

0

[ ] 0 .
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= − 
 − 

  (5)

Various algorithms for calculating 
F from a set of points are considered 
in [24]. In particular, algorithms of gra-
dient descent of the Newton and Leven-
berg-Marquardt method are considered.

Equations of epipolar lines are calcu-
lated using the fundamental matrix. For 
point x, the vector defining the epipolar 
line will have form l’=F p and equation of 
the epipolar line itself: 0.Tl p =′ ′  Simi-
larly for point p’, the vector defining the 
epipolar line, will have the form: l=FT p’.

The resulting epipolar lines are used 
to build depth maps. A depth map is an 
image in which distance to the camera 
is stored for each pixel instead of color. 
For this purpose, for each point in one 
image, a point paired with it is sought in another image. 
Besides, coordinates of their prototype in 3D space can be 
triangulated and determined for a pair of corresponding 
points. Knowing the 3D coordinates of the preimage, depth 
can be calculated as the distance to the camera plane [23].

3. To implement the recognition system, a convolutional 
neural network (CNN) is used.

Convolutional neural network (CNN) [25, 26] uses pat-
tern recognition technology. It is based not on rigid algo-
rithms laid down by developers but on training the system 
based on sequential identification of a huge number of 
images.

Subsequently, R-CNN networks (Regions with CNNs) 
were built on the basis of CNN to apply CNNs to the task 
of detecting all objects of mentioned classes and defining 
a constraint frame for each of them (object detection). 
R-CNN creates constraint frames for each object in the 
image or suggestions of regions using a selective search 
process. Fast R-CNN which increased the R-CNN perfor-
mance classifies objects of each region along with tighter 
constraint frames. The next network, Faster R-CNN has 
improved the mechanism of generating candidate regions 
used in it by calculating regions not from the original 
image but from a feature map obtained from the CNN. 
For this purpose, a module has been added called Region 
Proposal Network (RPN).

Finally, the Mask R-CNN network develops the Fast-
er R-CNN architecture [27, 28] by adding one more branch 
that predicts the position of the mask covering the found 
object and thus solves the instance segmentation problem. 
A detailed description of the network is given in [29] and 
a method of expanding the functionality of the Faster 
R-CNN network through the use of an additional image 
segmentation module is shown in Fig. 4. When receiving 
an image, the network issues objects (bbox) that constraint 
frames, classes, and masks. Mask R-CNN replaces the RoI 
pool layer with RoIAlign in the Faster R-CNN network 
structure. This method removes the coarse quantization of 
RoIPool and precisely aligns the retrieved objects with the 
input data.

It should be noted that Mask R-CNN is the fastest net-
work now. In addition, the network with the Mask R-CNN ar-
chitecture makes it possible to highlight contours (“masks”) 
of instances of different objects in photographs. Even if there 
are several such instances, they have different sizes and are 
partially overlapped. This was the reason for choosing this 
network to solve the posed problem.

The Mask-RCNN network has the following advantag-
es [28, 29]:

— it is one of the best ANNs for image recognition and 
classification;

— it has a much smaller number of adjusted weights com-
pared to a fully connected ANN;

— parallelization of computations and, consequently, im-
plementation of the algorithms of the network work and its 
training in graphics processors are possible;

— relative resistance to rotation and shift of the image 
being recognized;

— it is trained using the classic error backpropagation 
algorithm.

The architecture of the convolutional neural network
The structure of the convolutional neural network was 

initially designed taking into account structural features of 
some parts of the human brain responsible for vision. The 
development of such networks is based on three mechanisms:

— local perception;
— formation of layers in a form of a set of feature 

maps (shared weights);
— sub discretization (subsampling).
In accordance with these mechanisms, three main layers 

are used to build a convolutional neural network: convolu-
tion, pooling (subsampling or sub discretization), and a fully 
connected layer.

 

 
  

Fig.	4.	Expansion	of	the	Faster	R-CNN	network	functionality
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Convolution layer. The convolution formula for the 
l-th (l=1, ..., L) layer of the network has the form [25]

1
( )( ) ,l l

ij ab is a js b
a b

l lx w y b
∞ ∞

−
− −

=−∞ =−∞

= ⋅ +∑ ∑
 

  (6)

and reflects the kernel motion wj along the input image 
for this layer of the image or the feature map yl-1 where  

( )1 1l l
ij ijy f x− −=  is the image after the (l-1)-th layer; ( )f •  

is the used activation function; bl is offset; i, j, a, b are 
indices of elements in matrices; s is the value of the con-
volution step.

As can be seen from (3), convolution operations are per-
formed for each element i, j of the image matrix xl.

Convolution preserves spatial relationships between pixels.
Each convolutional layer is followed by a sub discreti-

zation (subsampling) layer or a computational layer which 
serves to reduce the image dimension by locally averaging 
the neuron outputs.

Sub-sampling layer (pooling, MAX-pooling). The subsa-
mpling layer reduces the scale of planes by locally averaging 
the neuron outputs. Thus, a hierarchical organization is 
achieved. Subsequent layers extract more general character-
istics less dependent on image distortion.

The pooling layer is described by the expression

( )1
( )( ) ,l l l

ij ab is a js
b

l
b

l

a

x down w y b
∞ ∞

−
− −

=−∞ =−∞

= β ⋅ +∑ ∑    (7)

where ( )down • is the pooling function. This function sums 
up blocks of the input image, thus decreasing the dimension-
ality of the output layer image. Moreover, any output map is 
specified by two displacement parameters: multiplicative βl 
and additive bl.

The difference between the subsampling and convolution 
layers consists in that the regions of neighboring neurons 
overlap in the convolution layer which does not take place in 
the subsampling layer.

The pooling layer works independently of the cut-off of 
the input data depth and scales the volume spatially using a 
maximum function.

It is generally accepted in the convolutional network 
architecture to consider that presence of a feature is more 
important than the information on its location. Therefore, 
a maximum neuron is selected from several neighboring 
neurons in the feature map and its value is considered one 
neuron in the map of features of lower dimensionality.

In addition to the maximum subsampling, the pooling 
layers can perform other functions, such as averaging subsa-
mpling or even an L2 normalized subsampling.

A non-linear layer of activation. In these layers within 
the network, a non-linear activation function ( ),f •  is 
applied to all input values and the result is sent to the 
output. Thus, the activation layer does not change the 
input size.

Usually, due to significant positive properties, ReLu (Re-
LU(x)=max(0; x)) and its various modifications (Leaky 
ReLU, Parametric ReLU, Randomized ReLU) are used as 
the activation function ( )f •  for hidden layers [30]. In a 
fully connected layer, the SoftMax function is used (when 
solving the classification problems):

1

1

L
L L
j i

N
x xL

j
i

f e e

−

=

 
=   

∑
 

or a linear function (for regression problems). SoftMax func-
tion was used in our problem.

Dropout layer. Various regularization methods are used 
to avoid network retraining.

Dropout is a simple and effective method of regularization 
consisting in that a subnet is randomly and repeatedly singled 
out from its aggregate topology in the process of the network 
training. Thus, some of the neurons are turned off from the 
process and the next update of weights occurs only within 
the singled-out subnet. Thus, the weights change only for the 
remaining neurons. Each neuron is excluded from the aggre-
gate network with a certain probability called the dropout 
coefficient.

This layer reduces the time of one training epoch due to 
the smaller number of parameters to be optimized and also 
makes it possible to better deal with the network retraining 
in comparison with standard regularization methods.

Normalizing layer. Standard normalization of inputs 
occurs in this layer (the sample mean of their values is sub-
tracted and the result is divided by the root of the sample 
variance). The sampling values are calculated taking into 
account the values at this layer inputs in previous training 
iterations. This approach makes it possible to increase the 
speed of network training and improve the final result.

Fully connected layer. This layer is a conventional mul-
tilayer perceptron. Its purpose consists of classification. It 
simulates a complex nonlinear function. Its optimization 
improves the recognition quality.

Neurons of each map of the previous subsampling layer 
are connected with one neuron of the hidden layer. Thus, the 
number of neurons in the hidden layer is equal to the number 
of maps in the subsampling layer.

Like in conventional neural networks, neurons in a fully 
connected layer are connected with all activations in the 
previous layer. Their activations can be calculated by multi-
plying matrices and applying an offset.

The difference between fully connected and convolution-
al layers consists in that neurons of the convolution layer:

1) are connected only with the local input area;
2) can share parameters.
The ANN training is an iterative process. The network 

outputs are calculated in each iteration for one (or more) 
samples in the training set and the network weights are ad-
justed to reduce discrepancies between the actual network 
output ( )( ), 1, ...,L L

i py i N=  and the target output for a given 
sample di,p. Therefore, training is reduced to minimizing a 
certain functionality.

In practice, a quadratic function, cross-entropy, or some 
combined functional is used as a criterion of the error function.

Multilayer perceptron. A backpropagation neural net-
work (BPNN) is a multi-layer direct communication neural 
network that uses a supervised learning algorithm known 
as an error backpropagation algorithm. Errors accumulated 
in the output layer are propagated back to the network to 
correct the weights.

Training of SNN is similar to the training of direct prop-
agation ANN and consists in correcting its weight param-
eters based on minimizing a certain selected loss function: 
quadratic function or cross-entropy is commonly used.

Both standard error backpropagation method and its var-
ious modifications can be used to train convolutional neural 
networks. Derivation of the backpropagation algorithm for 
CNN training is considered in detail in [31]. This method is 
based on the algorithm of stochastic gradient descent (SGD).
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As usual, the most common neural network learning algo-
rithm based on the gradient descent method (error backprop-
agation method) and its modifications including SGD, Adam, 
AdaGrad, AdaDelta, etc. are used in practice [32–34].

These algorithms are also used to train the multilayer 
perceptron.

4. The Mask R-CNN neural network [34] is implemented 
based on TensorFlow, a popular open platform for machine 
learning. The network was significantly accelerated through 
the use of an NVIDIA GeForce RTX 2080 graphics card. 
Its use requires the installation of an additional library of 
GPU-accelerated primitives called cuDNN.

5. To increase the size of training and test samples, the 
augmentation method was used [36].

6. To clarify information on the physical parameters of 
an animal, two synchronized Intel RealSense D435i 3D 
cameras are used. The included drivers and accompanying 
software should be installed for their effective work.

5. The results obtained in studying the effectiveness 
of the neural network-based method of cattle breed 

recognition and live weight estimation

5. 1. Development of an algorithm for determining the 
cattle size

An algorithm for determining the cattle size based on 
the stereopsis method and epipolar geometry has been devel-
oped. It includes the following steps:

1. Detection of a cow using a convolutional ANN.
2. 3D coordinates of observed points of the object are 

determined using two calibrated cameras.
3. Fundamental matrix is calculated using formula (4).
4. Equations of epipolar lines are calculated.
5. Depth maps are built which are then used to deter-

mine the animal size.

5. 2. Development of a neural network system of ani-
mal detection and recognition of its breed

The developed neural network system of animal detec-
tion and recognition of its breed uses Mask Regions with 
CNNs (MRCNN) network pre-trained on the Common 
Objects in Context (COCO) sample. Its source code is freely 
available [34].

This network is the fastest network now. In addition, the 
network with the Mask R-CNN architecture makes it possible 
to highlight contours (“masks”) of instances of different ob-
jects in photographs. Even if there are several such instances, 
they have different sizes and partially overlap. This was the 
reason for choosing this network to solve the set problem.

Detailed Mask R-CNN architecture is shown in Fig. 5. 
It should be noted that the ResNet-101 network was used as 
a CNN (backbone) in Mask R-CNN (101 means the number 
of layers).

To obtain a matrix (“map”) of features of the entire im-
age, a small (3×3 and 5×5 pixels) kernel sequentially shifted 
horizontally and vertically is used.

A feature map of 25×25 size can be obtained from the 
original image having the size of 128×128 pixels using the 
RoIAlign procedure.

To calculate the feature values, bilinear interpolation for 
four nearest integer points is used.

The procedure of detecting objects using the R-CNN 
network includes the following steps:

‒ highlighting the candidate regions with the help of 
Selective Search;

‒ converting the region to a size acceptable by the CNN;
‒ obtaining a 4096-dimensional feature vector using 

the CNN;
‒ carrying out N binary classifications of each feature 

vector using N linear SVMs;
‒ a linear regression of the region frame parameters for 

more accurate coverage of the object. 

 
  Fig.	5.	Detailed	architecture	of	the	Mask	R-CNN	network
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The process was accelerated in the Fast R-CNN network 
due to passing through the CNN not each of the 2000 candi-
date regions individually but the whole image. The proposed 
regions are then superimposed on the resulting general 
feature map. The features found in different regions were 
converted to a fixed size, i.e., the feature matrix for a candi-
date region was calculated using the RoIPooling procedure. 
The region window having width w and height h was broken 
into a grid with HW cells of h/H w/W size. Max Pooling was 
applied to each of such cells to select only one value giving 
the resulting HW feature matrix.

5. 3. Developing the structure of an intelligent system 
of cattle breed recognition and live weight estimation

The structure of the designed intelligent system is shown 
in Fig. 6.

As seen from the figure, this system contains synchronized 
3D cameras and neural network modules (Mask R-CNN and 
multilayer perceptron (MLP).

The animal image taken simultaneously by two cameras 
located at some distance from each other is fed to the first 
module (Mask R-CNN) which serves to identify the breed 
and determine the animal position (coordinates). The position 
of the animal is refined using information from the 3D camera 
in the epipolar geometry module which calculates the animal 
size. Information about the animal size and breed is transmit-
ted to the second module (MLP) to assess the animal weight 
and other parameters necessary for correct diet formulation.

5. 4. Modeling the process of recognizing different 
breeds of cows and estimating their linear dimensions

The process of recognition of various cow breeds and esti-
mation of their linear dimensions was modeled with subsequent 
mass determination using a neural network predictive model.

Examples of correct and erroneous cow recognition us-
ing a pre-trained network are shown in Fig. 7, 8. In this case, 
test images taken in ideal conditions were used. It should be 
noted that the pre-trained network cannot recognize the cow 
breed. It can just separate the class of cows from other classes 
of objects. In this regard, in order to use the pre-trained net-
work in a real system capable of recognizing the breed of a cow 

and estimating its live weight, the network was further trained 
using 250 images. Representatives of each cow breed under 
consideration (Ayrshire, Holstein, Jersey, Krasnaya Stepnaya) 
were used for this aim. To increase the size of the training and 
test samples, the augmentation method was used [35] which 
made it possible to obtain additional images from original ones. 
The network was additionally trained in 5,000 epochs using 
the SGD algorithm [32]. Nvidia GeForce 2080 video card was 
used to train the network which has made it possible to speed 
up the learning process many times compared to training in 
a CPU. The learning errors are shown in Fig. 9: classification 
error (a), localization error (b), general error (c), regularization 
error (d). The results of recognition and estimation of the size 
and weight of cows are shown in Table 1. An example of cor-
rect recognition of cows in real living conditions is shown in 
Fig. 10. It should be noted that, despite a fairly large training 

sample and the achieved high 
recognition accuracy (92 %), 
false recognition occurs as a 
result of network operation. 
An example of such recog-
nition is shown in Fig. 11.

The resulting masks of 
recognized objects were 
used to determine their 
linear dimensions using 
the triangulation method 
(epipolar geometry). We 
used images taken with a 
3D camera as additional 
information allowing us to 
correct the obtained di-
mensions which has made it 
possible to estimate the dis-
tance to the recognized ob-
ject. An example of such an 
image is shown in Fig. 12.

 
  Fig.	6.	Structure	of	the	intelligent	system	of	cattle	breed	recognition	and	live	weight	estimation

 

 
a

b 
 

Fig.	7.	Examples	of	correct	recognition	of	test	images:		
a	–	one	animal;	b	–	several	animals
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Fig.	8.	Examples	of	false	recognition	of	test	images:		

a	–	one	animal	was	recognized	simultaneously	as	a	cow	and	as	
a	giraffe;	b	–	one	animal	was	recognized	simultaneously	as	a	

cow	and	as	a	horse

Fig.	10.	An	example	of	correct	recognition	in	real	conditions

a

b  
 

Fig.	11.	Examples	of	false	recognitions	in	real	conditions:		
a	–	false	detection;	b	–	several	animals	were	recognized	as	one

Fig.	12.	An	example	of	an	image	taken	with	a	3D	camera

Table	1

Results	obtained	using	the	proposed	method

Breed Ayrshire Holstein Jersey 
Krasnaya 
Stepnaya 

Average calculated mea-
surements (oblique torso/

chest) (cm)
149/171 155/180 132/160 157/189

Weight estimate (kg) 610 745 422 490

Standard deviation of 
obtained dimensions

1.3 1.6 2.4 1.8

Mean absolute error (cm) 0.9 1.2 2.5 1.5

Standard deviation of 
absolute error (cm)

0.5 1.7 4.5 3.8

Average relative error 0.1 0.12 0.17 0.15

Standard deviation of 
relative error

0.11 0.15 0.09 0.09

Number of correct recog-
nitions

461 418 424 439

Number of false recogni-
tions

39 82 76 61

Accuracy 0.92 0.84 0.85 0.88

Ratio of false to correct 
recognitions

0.09 0.2 0.18 0.14

As can be seen from Table 1, the percentage of correct 
recognitions of cow breeds in real conditions is quite high and 
amounts to 84–92 %. However, despite the sufficiently large 
training sample and the high recognition accuracy achieved, 
false recognitions also arise as a result of network operation.
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с
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Fig.	9.	Learning	errors:	a	–	classification	error;	b	–	localization	
error;	c	–	general	error;	d	–	regularization	error
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6. Discussion of the results obtained in studying the 
neural network method of recognizing cow breeds and 

their size estimation

In the proposed method of image recognition, the Mask-
RCNN convolutional neural network was chosen as an ANN. 
This network was trained using the error backpropagation 
algorithm [31].

The developed algorithm of determining the cattle size 
using the stereopsis method makes it possible to study cows 
both in pens and on pastures without interfering with their 
usual behavior. The algorithm is implemented on the basis of 
information obtained using the Mask R-CNN convolutional 
ANN described by relations (6), (7) and shown in Fig. 4. 
This network solves the problem of breed recognition based 
on the analysis of images taken with two calibrated cameras. 
The animal size is determined from the obtained depth maps 
without direct human participation.

Ayrshire, Holstein, Jersey, and Krasnaya Stepnaya 
breeds were considered as cow breeds for recognition.

The use of a pre-trained network with its subsequent 
additional training using the SGD algorithm and the use 
of an Nvidia GeForce 2080 video card has made it possible 
to speed up the learning process many times compared to 
learning in a CPU. To increase the size of training and test 
samples, the augmentation method was used [35]. All this 
has provided a significant reduction in time for obtaining 
a forecast since the animals were measured in parallel. An 
additional reduction in forecast time was provided by the 
possibility of parallelizing computations in the Mask-RCNN 
network. The change in the network learning errors shown 
in Fig. 9 indicates the effectiveness of the SGD algorithm.

The resulting masks of recognized ANN objects were 
used to determine their linear dimensions using the trian-
gulation method (epipolar geometry). The use of additional 
information in the form of images from a 3D camera (Fig. 11) 
has allowed us to correct the obtained animal size.

The neural network system developed for detecting 
an animal and recognizing its breed shown in Fig. 5 used 
the Mask R-CNN pre-trained on a COCO sample. The 
ResNet-101 network was used as a CNN (backbone) in 
Mask R-CNN.

The structure of the developed intelligent system shown 
in Fig. 6 includes synchronized 3D cameras and neural 
network modules (Mask R-CNN and MLP) which provide 
animal recognition and prediction of weight. The first mod-
ule serves to identify the animal breed and determine its 
position (coordinates). The animal position is refined using 
information from the 3D camera in the epipolar geometry 
module which calculates the animal size. Information on the 
animal size and breed is transmitted to the second (MLP) 
module to assess the animal weight and other parameters 
necessary to formulate the correct diet. Thus, the system 
provides automation of the process of recognizing the animal 
breed and determining its weight, eliminating inaccuracies 
and subjectivity inherent in existing approaches.

The modeling results presented in Fig. 7‒12 and Table 1 
indicate the effectiveness of the proposed approach ex-
pressed in high speed and accuracy of recognition. Thus, this 
method provides higher efficiency and quality of recognition 
and measurement of animal parameters in comparison with 
existing methods.

Advantage of the developed method in comparison with 
those known on this topic: it makes it possible to quickly 

estimate the live weight of cattle in a herd consisting 
of animals of different breeds. Effective breed recogni-
tion is ensured by the use of a pre-trained Mask-RCNN 
ANN, one of the best image recognition and classification 
ANNs. Its further training using the SGD algorithm and 
Nvidia GeForce 2080 video card has made it possible to 
speed up the learning process many times compared to 
training in CPU [1–18].

Limitations of the proposed method: its implementation 
requires modern computational and technical means. To 
solve the problem and train the network, we used high-qual-
ity images of animals taken with a 3D Intel RealSense D435i 
camera. Shooting was carried out in good lighting condi-
tions. Therefore, a high percentage (84–92 %) of correct 
cow breed recognition was obtained in real conditions. Rec-
ognition accuracy may vary for images of a different quality 
which requires additional studies.

In the future, work will continue to fill the database of 
reference animals. Also, the following activities are planned:

‒ assess the sensitivity of the developed animal recogni-
tion method under different shooting conditions and using 
different equipment;

‒ consider and clarify various options of using the pro-
posed intelligent system for cattle breed recognition and live 
weight estimation to automate the information processing;

‒ train the developed convolutional network for other 
conditions of obtaining animal images;

‒ improve the structure of the convolutional network and 
procedures of its training;

‒ apply the approach to recognize other animal species.

7. Conclusions

1. An algorithm for determining the cattle size using the 
stereopsis method has been developed which has made it 
possible to study cows both in pens and on pastures without 
interfering with their usual behavior. Implementation of the 
algorithm is based on information obtained using a convolu-
tional ANN which, in turn, uses images taken with two cali-
brated cameras. The animal size is determined from obtained 
depth maps with no direct human participation.

2. A neural network system for animal detection and 
breed recognition has been developed using a pre-trained 
Mask-RCNN convolutional neural network. To improve the 
efficiency of this network, it was additionally trained using 
the SGD algorithm and Nvidia GeForce 2080 video card. 
This has made it possible to speed up the learning process 
many times compared to training in CPU as used in [1–18].

3. Structure of an intelligent system of breed recogni-
tion and live weight estimation including synchronized 3D 
cameras and neural network modules has been developed. 
Modules (Mask R-CNN and MLP) provide breed recogni-
tion and animal weight prediction. Mask R-CNN identifies 
the animal breed and determines its position (coordinates). 
The position of the animal is refined using information from 
the 3D camera in the epipolar geometry module used to cal-
culate the animal dimensions. Weight and other parameters 
necessary for drawing up a correct animal diet are estimated 
in the MLP module based on information on the animal size 
and breed. Thus, the system provides automation of the pro-
cess of animal breed recognition and determination of live 
weight eliminating inaccuracies and subjectivity inherent in 
existing approaches.
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4. Simulation modeling of the process of recognizing 
various breeds of cows and estimation of their linear dimen-
sions with subsequent weight determination using a neural 
network predictive model has been carried out. Ayrshire, 

Holstein, Jersey, and Krasnaya Stepnaya breeds were consid-
ered as cow breeds for recognition. The percentage of correct 
recognition of cow breeds in real conditions is quite high and 
amounts to 84–92 %.
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