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An improved method of finding solu-
tions based on the cuckoo algorithm is 
proposed. The research object is the 
decision-making support systems. The 
research subject is the decision making 
process in management tasks using arti-
ficial intelligence methods. The hypo-
thesis of the research is to increase the 
efficiency of decision making with a gi- 
ven assessment reliability. The proposed 
method is based on a combination of the 
cuckoo algorithm and evolving artificial 
neural networks. The method has the 
following differences:

– an additional processing of the 
source data takes place taking into 
account the uncertainty about the state 
of the control objects and the type of 
data noise about the state of the con-
trol object is additionally taken into 
account;

– the state model of the control 
object is adjusted taking into account 
the available computing resources of the 
system;

– added procedures to reduce the 
probability of detecting nests and reduc-
ing the length of the cuckoo’s step;

– knowledge bases about manage-
ment objects are additionally taught. 
The training procedure consists in learn-
ing the synaptic weights of the artificial 
neural network, the type and parame-
ters of the membership function and the 
architecture of individual elements and 
the architecture of the artificial neural 
network as a whole. The effectiveness 
of the proposed method was evalua-
ted and it was established that the pro-
posed modification provides a better 
value of the objective function compared 
to the results obtained by other authors 
and ensures the fulfillment of all restric-
tions. The specified example showed an 
increase in the efficiency of data pro-
cessing at the level of 21–28 % due to 
the use of additional improved proce-
dures. It is advisable to use the proposed 
method in decision making support sys-
tems of automated control systems
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1. Introduction

Computational intelligence methods have acquired wide-
spread for solving a set of complex tasks, both purely scien-

tific and in the field of engineering, business, finance, medical 
and technical diagnostics, and other fields. These include 
intelligent data analysis (Data Mining), dynamic data analy-
sis (Dynamic Data Mining), analysis of data streams (Data  
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Stream Mining), analysis of large data sets (Big Data Min-
ing), Web-Mining, Text Mining [1, 2].

The increase in the volume of information circulating in 
various systems of information collection, processing and trans-
mission leads to a significant use of computing resources of 
hardware. The armed forces of technically developed countries 
have integrated decision making architectures based on [3–5]:

– artificial intelligence and nanotechnologies;
– effective processing of large amounts of information;
– data compression technologies to increase the speed of 

their processing.
At the same time, the use of information systems with arti-

ficial intelligence elements will allow to increase the efficiency 
of planning, conducting operations (combat operations) and 
their comprehensive support, will affect the doctrine, organi-
zation and methods of application of groups of troops (forces).

At the same time, increasing the dynamism of opera-
tions (combats), increasing the number of various sensors and 
the need to integrate them into a single information space 
creates a number of problems:

– implemented algorithms for establishing correlations 
between events do not fully take into account the reliability 
of sources of intelligence information and the reliability of 
information in the dynamics of operations (combats);

– forms of information presentation complicate its trans-
mission through communication channels;

– limited computing power of hardware;
– radio electronic suppression of short wave and ultra- 

short wave radio communication channels and cybernetic 
influence on information systems;

– transition to the principle of monitoring objects assess-
ment «everything affects everything at once», which covers 
the aggregate network and computing resources of all types 
of armed forces.

Analysis and subsequent search for solutions requires 
analysis of data that are different in origin and measure-
ment units. Data sources can be various sensors, receivers, 
sensors, etc. All this requires complex processing of various 
types of data coming from various sources of information 
extraction. The methods of artificial intelligence became the 
most widespread in solving these issues [1–6].

That is why it is necessary to develop algorithms (me-
thods and techniques) that are capable of solving optimiza-
tion problems from various sources of intelligence in a limi-
ted time and with a high degree of reliability.

2. Analysis of literary data and formulation  
of the problem

The work [7] presents cognitive modeling algorithm. 
The main advantages of cognitive tools are defined. The 
lack of consideration of the type of uncertainty about the 
analysis object state should be attributed to the shortcom-
ings of this approach.

The work [8] reveals the essence of cognitive modeling 
and scenario planning. A system of complementary principles 
of building and implementing scenarios is proposed, different 
approaches to building scenarios are highlighted, the proce-
dure for modeling scenarios based on fuzzy cognitive maps is 
described. The approach proposed by the authors does not 
allow taking into account the type of uncertainty about the 
state of the object of analysis and does not take into account 
the noise of the initial data.

The work [9] carries out an analysis of the main approa-
ches to cognitive modeling. Cognitive analysis allows: to in- 
vestigate problems with unclear factors and relationships; to 
take into account changes in the external environment and use 
objectively formed trends in the development of the situation 
in one’s interests. At the same time, the issue of describing com-
plex and dynamic processes remains unexplored in this paper.

The work [10] presents a method of analyzing large  
data sets. The specified method is focused on finding hidden 
information in large data sets. The method includes the opera-
tions of generating analytical baselines, reducing variables, de-
tecting sparse features and specifying rules. The disadvantages 
of this method include the impossibility of taking into account 
different decision-making evaluation strategies, the lack of 
taking into account the type of uncertainty of the input data.

The work [11] presents a mechanism of transformation of 
information models of construction objects to their equivalent 
structural models. This mechanism is intended to automate 
the necessary conversion, modification and addition opera-
tions during such information exchange. The shortcomings of 
the mentioned approach include the impossibility of assessing 
the adequacy and reliability of the information transformation 
process, and the appropriate correction of the obtained models.

The work [12] developed an analytical web-platform 
for the research of geographical and temporal distribution 
of incidents. Web-platform, contains several information 
panels with statistically significant results by territory. The 
disadvantages of the specified analytical platform include the 
impossibility of assessing the adequacy and reliability of the 
information transformation process, and high computational 
complexity. Also, one of the shortcomings of the mentioned 
research should be attributed to the fact that the search for  
a solution is not unidirectional.

The work [13] developed a method of fuzzy hierarchical 
assessment of library service quality. The specified method al-
lows to evaluate the quality of libraries based on a set of input 
parameters. The disadvantages of the specified method include 
the impossibility of assessing the adequacy and reliability of the 
assessment and, accordingly, determining the assessment error.

The work [14] carries out an analysis of 30 algorithms for 
processing large data sets. Their advantages and disadvanta-
ges are shown. It was established that the analysis of large 
data sets should be carried out in layers, take place in real time 
and have the opportunity for self-learning. Among the dis-
advantages of these methods should be attributed their high 
computational complexity and the impossibility of checking 
the adequacy of the obtained estimates.

The work [15] presents an approach for evaluating input 
data for decision-making support systems. The essence of the 
proposed approach consists in the clustering of the basic set 
of input data, their analysis, after which the system is trained 
based on the analysis. The disadvantages of this approach are 
the gradual accumulation of assessment and training errors 
due to the lack of an opportunity to assess the adequacy of 
the decisions made.

The work [16] presents an approach to data processing from 
various sources of information. This approach allows to process 
data from various sources. The disadvantages of this approach 
include the low accuracy of the obtained estimate and the im-
possibility of verifying the reliability of the obtained estimate.

The work [17] carries out a comparative analysis of 
existing decision making support technologies, namely: the 
method of analyzing hierarchies, neural networks, the theory 
of fuzzy sets, genetic algorithms and neuro-fuzzy modeling. 
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The advantages and disadvantages of these approaches are 
indicated. The spheres of their application are defined. It is 
shown that the method of analyzing hierarchies works well 
under the condition of complete initial information, but due 
to the need for experts to compare alternatives and choose 
evaluation criteria, it has a high share of subjectivity. For fore-
casting problems under conditions of risk and uncertainty, the 
use of the theory of fuzzy sets and neural networks is justified.

The work [18] develops a method of structural and 
objective analysis of the development of weakly structured 
systems. An approach to the research of conflict situations 
caused by contradictions in the interests of subjects that 
affect the development of the research system and methods 
of solving poorly structured problems based on the forma-
tion of scenarios for the development of the situation. At the 
same time, the problem is defined as the non-compliance of 
the existing state of the system with the required one, which 
is set by the management entity. At the same time, the disad-
vantages of the proposed method include the problem of the 
local optimum and the inability to conduct a parallel search.

The work [19] presents a cognitive approach to simu-
lation modeling of complex systems. The advantages of the 
specified approach, which allows to describe the hierarchical 
components of the system, are shown. The shortcomings of 
the proposed approach include the lack of consideration of 
the computing resources of the system.

The work [20] indicated that the most popular evolu-
tionary bio-inspired algorithms are the so-called «swarm» 
procedures (Particle Swarm Optimization – PSO). These 
algorithms have proven their effectiveness in solving a num-
ber of rather complex tasks and have already undergone 
a number of modifications, among which procedures based 
on harmonic search, fractional derivatives and adaptation of 
search parameters can be noted. At the same time, these pro-
cedures are not without some shortcomings that worsen the 
properties of the global extremum search process.

The work [21] analyzed the main bio-inspired algorithms, 
namely: ant algorithm, cuckoo algorithm, bat algorithm, 
etc. Their purposes are described, the main stages of their 
implementation, advantages and disadvantages are given. 
The algorithms given in the work are used for the analysis 
of various types of data, have increased efficiency and the 
possibility of self-learning. However, these algorithms have 
the following disadvantages: the noise and uncertainty of 
the initial data are not taken into account and deep learning 
algorithms of individuals (agents) are not used. As for the 
cuckoo algorithm, there is no nest detection probability re-
duction and cuckoo step length is not implemented.

An analysis of works [7–20] showed that the common 
shortcomings of the above-mentioned researches are:

– the lack of possibility of forming a hierarchical system 
of indicators;

– the lack of consideration of computing resources of  
the system;

– the lack of mechanisms for adjusting the system of indi-
cators during the assessment;

– a failure to take into account the type of uncertainty 
and data noise on the state of the control object, which crea-
tes corresponding errors while assessing its real state;

– the lack of deep learning mechanisms of knowledge bases;
– high computational complexity;
– the lack of consideration of computing (hardware) re-

sources available in the system;
– the lack of search priority in a certain direction.

Therefore, the problem that needs to be solved is in-
creasing the efficiency of solving optimization problems 
while ensuring the given reliability on the basis of the im-
proved cuckoo algorithm. For this purpose, it is proposed 
to improve the method of finding solutions based on the 
cuckoo algorithm.

3. The aim and objectives of research

The aim of research is the development of the method of 
finding solutions based on the improved algorithm of the cuck-
oo of control objects. This will allow to increase the efficiency 
of assessment and multidimensional forecasting with a given 
reliability and the development of subsequent management 
decisions. This will make it possible to develop software for 
intelligent decision-making support systems in the interests 
of the combat management of the actions of troops (forces).

To achieve the aim, the following objectives were set:
– to analyze the canonical cuckoo algorithm for finding 

solutions regarding the state of the control object;
– to determine the algorithm for the implementation of 

the improved methodology;
– to evaluate the effectiveness of the grouping of 

troops (forces) developed during the analysis of the opera-
tional situation.

4. Research materials and methods

Problem, which is solved in the research, is to increase 
the efficiency of decision making in management tasks while 
ensuring the given reliability, regardless of the hierarchical 
nature of the object. The object of the research is decision 
making support systems. The subject of the research is the 
decision making process in management tasks using artificial 
intelligence methods.

Research hypothesisthere is an increase in the efficiency 
of decision making at given assessment reliability.

In the research, the optimization algorithm based on the 
behavior of the cuckoo (Cuckoo Search) was chosen as the 
basic algorithm for finding solutions. Cuckoos lay their eggs 
in the nests of other birds. In the CS algorithm, each egg in 
the nest is a solution, and the cuckoo’s egg is a new solution. 
The aim of the cuckoo algorithm is to use new and potentially 
better (cuckoo) solutions to replace the less good solution in 
nests. In the simplest version of this algorithm, there is one 
egg in each nest.

The cuckoo algorithm is based on the following three 
rules: each cuckoo lays one egg at a time in a randomly cho-
sen nest; the best nests with high-quality eggs (high fitness 
value) pass to the next generation; a cuckoo egg laid in a nest 
can be detected by the host with a certain probability and 
removed from the nest.

The proposed method was simulated in the MathSad 14 
software environment (USA). As the task that was solved 
during the simulation was the assessment of the elements of 
the operational situation of the grouping of troops (forces).

The operational grouping of troops (forces) was consid-
ered as an object of assessment and management. An opera-
tional grouping of troops (forces) formed on the basis of an 
operational command with a typical composition of forces 
and devices according to the wartime staff, and with a range 
of responsibility in accordance with current regulations.
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5. Outline of research on improving the method of finding 
solutions based on the cuckoo algorithm

5. 1. Analysis of the canonical cuckoo algorithm for 
finding solutions for an object

The cuckoo algorithm obtained in the work [21] was 
considered as the basic cuckoo algorithm.

In the general formulation, let’s consider the determinis-
tic continuous task of global conditional minimization:

min ,* *

X D R X
f X f X f

∈ ⊆
( ) = ( ) =  (1)

where f(X) is the scalar objective function (optimality 
criterion); f(X*) = f* is the minimum value of the objective 
function; X = (x1, x2, …, x|X|) is the |X|-dimensional vector of  
changing parameters, which must be found;b D is the set  
of admissible values of this vector; R|X| is the |X|- dimensional 
arithmetic space. 

The cuckoo algorithm is oriented to solve the problem 
of unconditional optimization, when D R X= . Each egg in 
the nest is a solution and the cuckoo’s egg represents a new 
solution. The aim is to use a new and potentially better solu-
tion (simulation of cuckoo behavior) to replace unacceptable 
solutions in nests. In the simplest form, there is one egg in 
each nest. The algorithm can be extended to a more complex 
case, when there are several eggs in each of the nests, repre-
senting some set of potential solutions.

The cuckoo algorithm is based on the following three rules:
1. Each cuckoo lays one egg at a time and places it in 

a randomly selected nest.
2. The best nests with high-quality eggs pass to the next 

generation.
3. The number of available nests is fixed and the cuckoo’s 

egg can be detected by the host with probability pa∈(0,1). 
Detection affects some set of worst nests, the detected solu-
tions are excluded from further computations, and instead  
of them, a corresponding number of new solutions are ran-
domly generated.

The scheme of the canonical cuckoo algorithm looks like this:
1. An initialization of the population S = si, i∈[1:|S|] with |S| 

nests belonging to the host of the nest, thus, the initial values 
of the components of the vectors Xi, i∈[1:|S|] are determined.

2. Perform random movements of the cuckoo in the search 
space using L vy Flights [22] and find its new position ′X .

3. A slot si, i ∈[1:|S|] is randomly selected and if 
f X f Xi′( )< ( ), then let’s replace the egg in this nest with  
a cuckoo’s egg, so ′ = ′X Xi .

4. With probability pa, let’s remove several randomly se-
lected nests from the population and build the same number 
of new nests according to the rules of Step 1.

5. If the condition for the end of the iteration is not met, 
proceed to Step 2.

While creating a new solution ′X , L vy flights are per-
formed according to the formula:

′ = + ⊗ ( )X X A LX λ , (2)

where L|X|(λ) is the |X| – dimensional vector of independent 
real random numbers distributed according to L vy’s law:

ξ λλx x( ) = ∈( )− , ; ,1 3  (3)

where ⊗ is the symbol of the component product of vectors; 
A = (a1, a2, …, a|X|) is the step size vector; a j Xj > ∈ 0 1, : .

As a rule, all components of the last vector are considered 
the same and equal a, where the value a should be related to 
the scope of the search area.

Most of the population algorithms of global optimization 
use a migration operator of the form (2), but an even or nor-
mal distribution of the step size. 

L vy flights are one of the variants of random walks, 
when the L vy distribution (3) is used to determine the 
random step length, which has a long, slowly falling «tail». 
Various researches show that many birds and insects in flight 
exhibit typical Levy flight characteristics. Human behavior, 
such as a hunter-gatherer, also shows features of Levy flights. 
One of the most effective algorithms for the numerical gene-
ration of pseudorandom numbers distributed according to  
L vy’s law is the Mantegna algorithm [23].

In the canonical cuckoo algorithm, during initialization, 
fixed values of parameters pa and a are set, which do not 
change with the increase in the number of generations. How-
ever, if the value pa is small and the value a is large, then the al-
gorithm may converge slowly. On the contrary, if the value pa  
is large and the value a is small, then the speed of conver-
gence of the algorithm is usually high, but the possibility  
of localizing the global minimum of the objective function is 
low (the algorithm can get «stuck» in the local minimum).

5. 2. Algorithm for implementing the improved method 
of finding solutions based on the cuckoo algorithm

The method of finding solutions based on the improved 
cuckoo algorithm consists of the following sequence of actions:

1. Input of initial data. At this stage, the initial data about 
the control object to be analyzed are entered, the population 
S = si, i ∈[1:|S|] with |S| nests belonging to the host of the nest 
is initialized, thus the initial values of the vector components 
Xi, i ∈[1:|S|] are determined.

2. Processing of initial data taking into account uncer-
tainty (additional procedure).

At this stage, the type of uncertainty about the state of 
the control object is taken into account and the basic model 
of the state of the object is initialized [2, 17, 19, 22, 24–33].  
At the same time, the degree of uncertainty can be: full 
awareness; partial uncertainty and total uncertainty. This 
implies a different possibility of detecting «good» and «bad» 
nests. If the solution in the nest is «good», then the probabi-
lity of destruction of this nest should be low. On the contrary, 
the possibility of destroying nests with «bad» solutions 
should be increased. To implement the mentioned idea, at ite-
ration n, the nests are sorted according to the growth of the 
corresponding values of the objective function (decreasing 
the quality of solutions) and we assign them numbers from 
1 to |S|. Let’s assign values p i p pa a

best
a
worst( ) = ,  that are free 

modification parameters to the probability of detecting a nest 
with the number i.

3. Taking into account the type of noisy data on the state 
of the control object (additional procedure).

At this stage, the type of noise of data on the state of the 
control object is taken into account. At the same time, the 
degree of obfuscation can be: complete; partial and full noise. 
The correction coefficients are given in the work [2].

4. Adjustment of the control object state model (addi-
tional procedure).

Adjusting the values of the free parameters pa and a in the 
process of iteration according to the formulas:

p t p
t
t

p pa a a a( ) = − −( )max max min ,  (4)
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α αt ct( ) = ( )max exp , (5)

where t is the generation number, pa
min , pa

max , amin , amax are the 
given constant values, 



t  is the maximum permissible number 
of generations:

c
t

n
a
a

=






1
1

min

max . (6)

The probability pa of removing the worst nests from the 
population decreases with increasing generation number pa

max  
to the size pa

min and the step length α decreases exponentially 
from amax to amin.

5. Reducing the probability of detecting nests and step 
length reduction (an optimized procedure of the canonical 
cuckoo algorithm):

α α α α η= + −( )min max min ,t  (7)

where η∈(0,1) is the extinction coefficient, which will make 
it possible to explore the limits of the minimum and thereby 
increase the accuracy of its localization.

The essence of this procedure is that according to a for-
mula similar to formula (7), the probability of detecting nests 
decreases with the growth of the generation number t:

p p p pa a a a
t= + −( ) ∈( )min max min , ; .ζ ζ 0 1  (8)

6. Correction of the route search step length (additional 
procedure):

α β α β= ∈( )b b, ; ;0 1  (9)

otherwise, the step increases according to the formula:

α β α β= >g g, .1  (10)

7. Learning knowledge bases.
With probability pa, let’s remove several randomly selec-

ted nests from the population and build the same number of 
new nests according to the rules of Step 1, taking into account 
the data in the knowledge bases and the training method.  
In this research, the learning method based on evolving arti-
ficial neural networks, developed in the research [2], is used 
for training knowledge bases.

The end of the algorithm.

5. 3. An example of the application of the proposed 
method while analyzing the state of an operational group 
of troops (forces)

The method of finding solutions based on the cuckoo 
algorithm is proposed. In order to assess the effectiveness 
of the developed method, its comparative evaluation was 
performed based on the results of research presented in 
works [3–6, 21, 34, 35].

Initial data for assessing the state of the operational situ-
ation using the improved method:

– the number of sources of information about the state 
of the monitoring object is 3 (radio monitoring tools, remote 
earth sensing tools and unmanned aerial vehicles) To simplify 
the modeling, the same number of each tool was taken – 
4 tools each;

– the number of informational signs by which the state of 
the monitoring object is determined – 12. These parameters 

include: ownership, type of organizational and staff formation, 
priority, minimum width along the front, maximum width 
along the front. The number of personnel, minimum depth 
along the flank, maximum depth along the flank, the num-
ber of samples of weapons and military equipment (WME),  
the number of types of WME samples and the number of 
communication devices), the type of operational construc-
tion are also taken into account;

– the variants of organizational and personnel formations 
are company, battalion, brigade. The results of the effective-
ness of the assessment of the state of the operative grouping 
are given in the Table 1.

Table	1
Task	solution	results

No. 
itera-
tions

Method of 
branches and 
boundaries

Genetic 
algorithm

Harmo-
nious 
search

Improved 
cuckoo algo-

rithm

N T, s T, s T, s T, s

5 1.125 1.125 1.125 1.114

10 0.625 0.625 0.625 0.600

15 48.97 58.20 58.28 57.71

20 106.72 44.29 43.75 46.95

30 –0.1790 –0.0018 –0.0002 –0.0001

40 –0.158 –0.070 –0.069 –0.049

50 97.76 –974.30 –3.72 –334.11

100 –133.28 –195.71 –196.24 –193.04

200 7980.89 7207.49 7198.43 7036.48

As it can be seen from the Table 1, the gain of the speci-
fied method of finding solutions is from 11 to 15 % according 
to the criterion of data processing efficiency.

The advantage of the specified method in comparison 
with the known ones lies in the reduction of computational 
complexity, which in turn increases the efficiency of decision 
making regarding the state of the operational situation of the 
grouping of troops (forces).

Table 2 presents the comparative results of the evaluation 
of the efficiency of training artificial evolving neural networks, 
which are used in the 7-th step of the cuckoo algorithm.

Table	2

Comparative	results	of	the	evaluation	of	the	transaction	
learning	capabilities	of	evolving	artificial	neural	networks

System
Algorithm 
parameters

XB (Xi-Beni 
Index)

Time, 
sec

FCM (Fuzzy C-Means) – 0.2104 3.15

EFCM Dthr = 0.30 0.1218 0.175

EFCM Dthr = 0.23 0.1262 0.21

The proposed system 
(batch mode)

delta = 0.1 0.1 0.32

The proposed system 
(online mode)

delta = 0.1 0.098 0.2

Before training, the features of the observations were 
normalized to the interval [0, 1].

The research showed that the specified training proce-
dure provides an average of 10–18 % higher training effi-
ciency of artificial neural networks and does not accumulate 
errors during training (Table 2).

The indicated results can be seen from the results in the 
last lines of the Table 2, as the difference of the Xi-Beni index.  
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At the same time, as already mentioned, in the course of 
the work, known methods accumulate errors, which is why 
the proposed method proposes the use of evolving artificial 
neural networks.

The results of the conducted evaluation coincide in some 
cases with the results of research [2–6, 21, 24, 34, 36–38].

According to the results of the comparative assess-
ment (Tables 1, 2), it can be concluded that the total gain 
of the improved method is from 21 to 28 % according to the 
criterion of efficiency of decision making due to the use of 
additional and improved procedures:

– training of knowledge bases;
– reducing the probability of detecting nests and reduc-

ing the length of the step (optimized procedure of the cano-
nical cuckoo algorithm);

– processing of initial data taking into account uncertain-
ty (additional procedure);

– taking into account the type of noisy data on the state 
of the control object (additional procedure);

– adjustment of the state model of the control object (ad-
ditional procedure);

– correction of the route search step length (additional 
procedure).

6. Discussion of the results regarding the improvement  
of the method of finding solutions based  

on the cuckoo algorithm

The advantages of the proposed method are due to the 
following:

– while searching for nests in which eggs can be laid, the 
type of uncertainty is taken into account (Step 2);

– the universality of solving the task of analyzing the 
state of management objects due to the hierarchical nature of 
their description (expressions (1)–(10));

– the possibility of rapid construction of models due 
to the simultaneous search for a solution by several indivi-
duals (Steps 1–7);

– the adequacy of the obtained results (expressions  
(1)–(10));

– the ability to avoid the local extremum problem 
(Steps 1–7);

– the possibility of in-depth learning of knowledge ba-
ses (Step 7).

The limitations of the research are the need to have an 
initial database on the state of control objects, the need to 
take into account the time delay for collection and proving 
information from intelligence sources. This should be trans-
ferred below – after the advantages.

The main advantages the proposed method are:
– it has a flexible hierarchical structure of indicators, which 

allows to reduce the task of multi-criteria evaluation of alterna-
tives to one criterion or using a vector of indicators for selection;

– unambiguousness of the received assessment of the 
management object state;

– universality of application due to adaptation of the 
system of indicators during work;

– it does not accumulate learning error due to the use of 
the learning procedure;

– the possibility of comprehensive learning of the archi-
tecture and parameters of artificial neural networks;

– taking into account the type of uncertainty of the ini-
tial data while building models of control objects;

– the possibility of finding a solution in several directions;
– high reliability of the obtained solutions while search-

ing for a solution in several directions;
– an absence of falling into the local optimum trap.
The disadvantages of the proposed method include:
– lower accuracy of assessment on a single parameter of 

object condition assessment;
– the loss of credibility of the obtained solutions while 

searching for a solution in several directions at the same time;
– lower assessment accuracy compared to other assess-

ment methods.
The method will allow:
– to assess the condition of a heterogeneous object;
– to determine effective measures to improve manage-

ment efficiency;
– to increase the speed of assessment of the object state;
– to reduce the use of computing resources of decision 

making support systems.
The proposed approach should be used to solve problems 

of evaluating complex and dynamic processes characterized 
by a high degree of complexity.

This research is a further development of researches aimed 
at developing method principles for increasing the efficiency 
of processing various types of data, which were published 
earlier [2, 4–6, 21].

The directions of further research should be aimed at 
reducing computing costs while processing various types of 
data in special purpose systems.

7. Conclusions

1. An analysis of the canonical cuckoo algorithm for find-
ing solutions regarding the state of the control object was 
carried out. 

During the analysis, the shortcomings of the canonical 
cuckoo algorithm were identified:

– the construction of the initial part of the search for  
a solution takes place without taking into account the type of 
uncertainty and noise of the initial data;

– the state model of the control object is static and does 
not take into account the available computing resources of 
the system;

– the procedures for the probability of detecting nests 
and the length of a cuckoo’s step are described by a random 
law and require large computational costs;

– learning of individuals in the canonical cuckoo algo-
rithm is not provided for.

2. An algorithm for the implementation of the method is 
proposed, which allows:

– to take into account the type of data uncertainty;
– to take into account the degree of uncertainty about 

the management object state;
– to take into account the available computing resources 

of the state analysis system of a heterogeneous manage-
ment object;

– to take into account the priority of finding nests;
– to reduce the length of the route;
– to carry out accurate training of cuckoo individuals;
– to be used as a universal tool for solving the task of 

analyzing the state of heterogeneous intelligence objects due 
to the hierarchical description of control objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
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3. An assessment of the effectiveness of the proposed 
method was carried out using the example of assessment and 
forecasting of the state of the operational situation of the 
grouping of forces. It is shown that the proposed modifica-
tion provides a better value of the objective function com-
pared to the results obtained by other authors and ensures 
the fulfillment of all restrictions.
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