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The unique characteristics of tobacco leaves have led 
to ongoing attempts to automate the classification pro-
cess. The research [2] used the Back Propagation Neural 
Network (BPNN) technique to classify objects based on 
their color, form, and texture features. It was evident that 
although BPNN achieved 77.50 % accuracy, it may not nec.-
essarily be the right technique for image processing.

That is quite an insight especially if one considers how 
complex are the image data structures and the size as well. 
Tobacco leaves have some specific features, and BPNNs do 
not always suit the tasks that have grid-like data.

This study then seeks to fill the gap by studying Gagang 
Rejeb Sidi tobacco, a premium variety from South Malang in 
East Java. The research objective is to categorize the leaves 
into three maturity classes: immature (less than 70 days), 
mature (70–100 days), and old (more than 110 days) [3]. 

In the context of cigarette manufacturing, the precise 
sorting of tobacco leaves holds significant importance. 
The suggestion from BPNN indicates the need for a neural 
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At the moment, there are some inaccuracies in manual 
classification for tobacco leaf quality selection, which are 
influenced by some factors, such as human fatigue or poor 
lighting. These cases lead to the need for another method that 
is more consistent, faster and reliable.

This research is an implementation of CNN 
(Convolutional Neural Network) in the classification of fresh 
tobacco leaves in terms of maturity grades. The primary 
objective is to develop an efficient CNN model capable to 
automize the classification of tobacco leaves into three 
maturity criteria: immature, mature, and old. 

This methodology consists of some key factors, including 
color thresholding strategies to purge the noise from the 
background, Basic Image Manipulation approaches, the 
systemized screening of different input sizes, and CNN 
models to enhance the results.

The result of this research proves that the developed CNN 
model has 97.9 % accuracy achieved following 200 training 
sessions. The model is trained on a dataset comprising 
1,249 fresh leaf photos, with a balanced 80:10:10 for train, 
validation and test ratio. However, the study emphasizes 
that the CNN model has successfully supported the tobacco 
leaf discrimination on a Jetson Nano Single-Board Computer 
with a Graphic Processing Unit (GPU).

The study extends beyond the mere theoretical 
contribution to practical applications in sorting “Gagang 
Rejeb Sidi” tobacco leaf, the highest quality tobacco variety 
in South Malang, East Java, Indonesia. Classification using a 
webcam as an input device shows the fastest processing time 
of 203.17 ms and the maximum is 1,363 ms.

This CNN model algorithm will be applied to a tobacco 
leaf selector machine, which has a high-speed conveyor and 
a three-position selector arm. The machine will be operated 
close to the field in post-harvest time under uniform lighting 
conditions.

Overall, the result of this research is highly relevant in 
terms of the short duration and accuracy for understanding 
the commodity classification. It provides a new angle 
toward speeding up the classification process and improving 
Indonesian tobacco quality
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1. Introduction

Tobacco occupies a vital role in Indonesia’s agricultural 
landscape by offering non-food commodity with high de-
mand and price for both local and export needs. According 
to a report by the Directorate General of Customs of the 
Ministry of Finance of Indonesia, Tobacco Excise revenue 
in 2022 reached IDR 186.82 trillion. This figure increased 
by 15.54 % from the previous period. As the fifth largest 
global tobacco producer, Indonesia depends greatly on the 
East Java region, which accounts for about 44 % of the total 
national production [1]. Tobacco leaves have a complicated 
parameter as it depends upon the color, length and time in 
which leaves are harvested. It is important to classify leaves 
for cigarette production purposes. In which the best quali-
fied leaf is the mature category. Since tobacco classification 
is still done manually, it is prone to human error due to the 
large number of leaves to sort through, which can cause fa-
tigue, and also inconsistent lighting conditions.
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may be due to objective problems arising from the use 
of a limited dataset or certain fundamental constraints. 
It therefore leads to thinking of other ways of handling 
these problems. Therefore, the need for further study on 
this matter arises with lessons learned from previous 
experiences.

3. The aim and objectives of the study

The aim of the study is to develop a CNN model to clas-
sify fresh tobacco leaves according to their quality into three 
classes using Nvidia Jetson Nano. 

To achieve this aim, the following objectives have been 
established:

– to make a CNN model using 100×100 input resolution;
– to make a CNN model using 224×224 input resolution;
– to evaluate CNN models ran on Nvidia Jetson Nano 

with a webcam as an input device.

4. Materials and methods

4. 1. Object and hypothesis of the study
The object of the study is to determine the maturity 

grades of fresh tobacco leaves. The main hypothesis of 
this research is that the CNN model can accurately and 
efficiently classify tobacco leaves into three maturity 
categories: immature, mature, and old. The work includes 
some assumptions, such as a perception that the color 
and texture of tobacco leaves change predictably as they 
mature. And this observation is learnable by the CNN’s 
model. Therefore, some simplifications have been ad-
opted in order to render the problem to be manageable. 
For example, the research focuses just on three stages of 
maturation categories and assumes uniform lightning for 
taking pictures of the leaves’ dataset. These aspects of the 
research tend to offer a good starting point, to set up the 
basis for the CNN architecture followed by the analysis 
of its accuracies, high-speed classification time and find-
ing the most appropriate input in between 100×100 and 
224×224 pixels.

Convolutional Neural Network is an Artificial Neural 
Network method that is frequently used to analyze visual 
images. CNN architecture is divided into hardware and 
software parts [11–13]. CNN combines three basic architec-
tures: local receptive fields, shared weight, which is a filter, 
and spatial subsampling, which is a pooling. Convolution is 
a matrix useful for the filter. There are several layers applied 
in CNN as a filter during the training process such as Convo-
lutional Layer, Pooling Layer, Flatten, and Fully Connected 
Layer, as can be seen in Fig. 1.

network that is better suited to handle the complexities of 
this task. In present days, while CNNs can be complex with 
higher computational costs than BPNNs, current hardware 
development, including the device such as Jetson Nano, 
makes it possible to compress the execution time for these 
complicated algorithms. The integration of neural network 
powers with affordable hardware alternatives demonstrates 
that technology is ready to solve complicated issues related 
to, for example, the classification of tobacco leaves.

This highlights the significance of better neural network 
classification methods. Thus, research aimed at the improve-
ment of maturation level-based and special-feature classified 
studies of tobacco leaves is definitely of high importance for 
upgrading the tobacco industry.

2. Literature review and problem statement

CNN has numerous applications in different domains. 
The use of IE-CNN comprised two internal-external fea-
tures extracting modules for face recognition [4] area. 
Nevertheless, it is important to understand that the use of 
this method adds to the complexity of the training because 
of more parameters needed to be included in the model. 
The research paper [5] studies the performance of finger-
print scanning using the SGD optimizer for 64×64 and 
48×48 inputs with 95.32 % accuracy. As well, [6] developed 
the model for sign language recognition using a CNN-based 
architecture such as 2 layers, 4 layers, 21 layers. The three 
models blended together showed a 98.6 % correct identifi-
cation rate.

For a long time, people have tried to use Neural Net-
works to classify agricultural commodities. One study that 
used GRNN for tobacco leaf quality classification was [7], 
giving it around 93.5 % accuracy. Nevertheless, this re-
sults in a less than ideal scenario because the dataset only 
comprises 108 leaf samples. In addition, another report [8] 
used Raspberry Pi to measure mango size and ripeness. 
While classifying maturity based on color histograms and 
measuring size by a pixel-per-meters ratio revealed some 
classification limitations in this paper. A study by [9] used 
tobacco leaves photographs as datasets that usually fade, 
which give an unstable characteristic. For that, a DCNN-
based model was supplied with both Apparent Features 
and Deep Features resulting in a superior test set accuracy 
of 98.75 %. Nonetheless, this remark is worth noting because 
the researchers only used static images instead of live data. 

This study therefore takes a new approach after acknowl-
edging the shortcomings of previous research attempts. A 
CNN model is run on Nvidia Jetson Nano, a single-board 
computer that is connected to a webcam serving as an in-
put source and the classification of tobacco leaf. However, 
this decision was mainly due 
to impressive deep learning 
results achieved with the in-
ternal GPU of Jetson Nano 
compared to single-board 
PC competitors such as 
Raspberry PI without this 
feature. In addition, Jetson 
Nano is more economical as 
compared to Jetson TX [10]. 
These underlying challenges 

 

 
  

Fig.	1.	Convolutional	Neural	Network	architecture
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In CNN, the input layer is the point of entry 
for raw data that could be an image or a feature 
vector. The next convolution layer involves filters 
that perform element multiplications to bring out 
spatial features in the input to enable the network 
to recognize patterns and structure. The pooling 
layer occurs after convolution where information 
is aggregated through max-pooling and other 
means of reduction in dimensions while main-
taining critical features. However, the flatten 
operation makes the pooled output look like a 1D 
vector that is easily fed to the fully connected lay-
ers. Lastly, the output layer produces predictions 
or classifications, using softmax for multiclass 
classification and sigmoid for binary classifica-
tion, thus making the CNN yield meaningful out-
put to correspond with the input data.

4. 2. Dataset acquisition 
This research uses a dataset in the form of photos of indi-

vidual tobacco leaves. Tobacco leaf is set under a Canon EOS 
600D with a lens kit. We can see the positioning in Fig. 2.  
A portable LED light is used to provide uniform lighting. 
The picture is taken in JPG format.

Since the photos have the same background shade, we 
can apply color thresholding to mask the background so the 
training can focus on the object, or in this case, the tobacco 
leaf. In Fig. 3, the blue background is removed and replaced 
with a uniform black (RGB 0, 0, 0). The colors removed are 
from RGB 50 ,50 ,90 to RGB 138, 255, 255.

Pixel-based image processing approach known as thresh-
olding helps in the segmentation of an object and region of 
interest in a digital image. This process entails deciding 
on an explicit brightness level above which the pixels are 
classified as front and below which they are regarded as 
back. Binary classification based on pixel intensity enables 
well-defined object boundaries and makes the later image 
analysis and feature extraction easier to achieve, being an 
essential component for the whole image processing and 
computer vision applications.

4. 3. Convolutional Neural Network Architecture 
The collected dataset consisting of 1,200 photos, 400 pho-

tos for each class, is divided into 80 % for training data, 10 % 
for testing data, and 10 % for validation data. Table 1 shows 
a sample for the classification of tobacco leaves of each class. 

In the initialization stage, the program runs 
all the libraries needed. The main library used is 
Keras. Keras is a Python library that is used for 
deep learning purposes. Besides that, NumPy is 
used to run arithmetic functions, and Sklearn 
was also used to calculate the value of the con-
volution matrix. The dataset went through Ba-
sic Image Manipulation [1], which was used to 
enlarge the dataset. Basic Image Manipulation 
consists of rotation, flip, crop, and translation.

After that, the training data are put into CNN. 
In this study, two input sizes and several CNN 
architectures are tested to find the highest ac-
curacy and fastest classification time. All archi-
tectures are trained on 200 epochs. This study 
uses a combination of 1 Convolution layer and  
1 MaxPooling layer to 5 Convolution layers and 
5 MaxPooling. The input sizes are 100×100 and 
224×224 for memory efficiency when training 
the CNN. The specification of the fully con-
nected Neural Network used in this study can 
be seen in Table 2.

Table	1

Tobacco	leaf	classes

Immature Mature Old

Table	2

CNN	architecture	specification

Kernel size Filter Strides Activation Pool Size Pool strides

3 32 1 ReLU 3 2

 

 
  

Fig.	2.	Taking	photos	for	the	dataset

 

 
  

THRESHOLDING 

Fig.	3.	Color	thresholding
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All of the CNN tested in this study use the speci-
fication from Table 2. Kernel size 3 sets the size of the 
convolutional filter to 3×3 pixels, meaning each filter will 
examine a 3×3 region of the input data at a time. Filter 32 
indicates that there will be 32 filters in this convolutional 
layer. These filters are small grids that slide over the in-
put data to detect patterns. Strides determine how much 
the filter shifts when it convolves the input. A stride of 
1 means the filter moves one pixel at a time. The Rectified 
Linear Unit (ReLU) activation function is applied after 
the convolution operation. ReLU is a common choice for 
activation functions in deep neural networks. Max-pool-
ing is a down-sampling operation that reduces the spatial 
dimensions of the data. Here, a 3×3 pooling window is 
used to compute the maximum value within each 3×3 re-
gion. The pooling window moves with a stride 
of 2, which means it shifts by 2 pixels at a time.

4. 4. Model Evaluation
From 10 models tested on Nvidia Jetson Nano 

using a webcam, we choose the best model of each 
input and evaluate their performances. Accuracy, 
precision, and recall are used to evaluate the mod-
el. Accuracy refers to the proportion of the correct 
predictions that include both True Positive and 
True Negative and can be calculated using:

 +=
+ + +

.
TP TN

accuracy
TP TH FP FN

  (1)

Precision is defined as a measure of proportion-
ate true positives made among all positive predic-
tions by a model as an indicator of the potential to 
prevent false positives and can be calculated using: 

=
+

.
TP

precision
TP FP

  (2)

Recall, also known as sensitivity or true positive rate, 
can be calculated using:

=
+

,
TP

recall
TP FN

  (3)

measures the proportion of actual positive cases correctly 
identified by a model.

5. Results of Convolutional Neural Network for tobacco 
leaf classification 

5. 1. Test Result of 100×100
After 200 iterations of training, the models resulted 

training and testing accuracy. The 5 models tested have 
accuracy, which can be seen in Table 3.

Table 3 is the accuracy performance of the Convolutional 
Neural Network toward different parameters in training. 
The accuracy plot of the model with 4 Convolution and 
4 MaxPooling is shown in Fig. 4.

Table 4 is the size of the resulting model of the Convo-
lutional Neural Network toward different parameters in 
training. The models were then tested using Nvidia Jetson 
Nano implanted with the models. Table 5 provides the clas-
sification time required for each model.

Table	3

100x100	Training	result

Input Size Architecture
Training 
accuracy

Testing 
accuracy

100×100×3

1 Convolutional  
and 1 MaxPooling

0.918 0.916

2 Convolutional  
and 2 MaxPooling

0.897 0.968

3 Convolutional  
and 3 MaxPooling

0.866 0.935

4 Convolutional  
and 4 MaxPooling

0.959 1.000

5 Convolutional  
and 5 MaxPooling

0.742 0.677

Table	4

100×100	Training	result

Architecture H5 File Size (KB)

1 Convolutional and 1 MaxPooling 462,602

2 Convolutional and 2 MaxPooling 112,318

3 Convolutional and 3 MaxPooling 57,274

4 Convolutional and 4 MaxPooling 48,855

5 Convolutional and 5 MaxPooling 80,069

Table	5	

Classification	time	on	Nvidia	Jetson	Nano	of	100×100	input	size

Input 
Size

Architecture
Minimum 

(ms)
Maximum 

(ms)
Average 

(ms)

100×100

1 Convolutional and  
1 MaxPooling

270.01 896.06 283.79

2 Convolutional and  
2 MaxPooling

215.71 486.42 231.37

3 Convolutional and  
3 MaxPooling

203.14 549.40 221.53

4 Convolutional and  
4 MaxPooling

206.55 507.53 218.14

5 Convolutional and  
5 MaxPooling

212.51 612.40 225.06

Table 5 is the minimum, maximum, and average clas-
sification time of the CNN model embedded on Jetson  
Nano.
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5. 2. Test Result of 224×224
From the training, we can get training and testing accuracy 

as stated in Table 6. These are the theoretical accuracy or on 
paper, but not the real performance when tested in real time.

Table	6

224×224	Training	result

Input size Architecture
Training 
accuracy

Testing 
accuracy

224×224×3

1 Convolutional and  
1 MaxPooling

0.969 1.000

2 Convolutional and  
2 MaxPooling

0.948 0.961

3 Convolutional and  
3 MaxPooling

0.969 1.000

4 Convolutional and  
4 MaxPooling

0.979 1.000

5 Convolutional and  
5 MaxPooling

0.824 0.871

Table 6 is the accuracy performance of the Convolutional 
Neural Network toward different parameters in training. 
From the training process, the models are saved in H5 format. 
Their sizes are shown in Table 7. Fig. 5 shows the accuracy 
of the best model.

Table	7

224×224	Training	result

Architecture H5 File Size (KB)

1 Convolutional and 1 MaxPooling 2,367,242

2 Convolutional and 2 MaxPooling 1,863,219

3 Convolutional and 3 MaxPooling 281,887

4 Convolutional and 4 MaxPooling 261,975

5 Convolutional and 5 MaxPooling 257,269

Table 7 is the size of the resulting model of the Convolu-
tional Neural Network toward different parameters in train-
ing. The models obtained were then embedded to Nvidia 
Jetson Nano. We can get the classification time needed for 
each model in Table 8.

Table	8

Classification	time	on	Nvidia	Jetson	Nano		
of	224×224	input	size

Input 
Size

Architecture
Minimum 

(ms)
Maximum 

(ms)
Average 

(ms)

100×100

1 Convolutional and 
1 MaxPooling

316.50 1,363.52 358.71

2 Convolutional and 
2 MaxPooling

285.23 1,193.87 325.37

3 Convolutional and 
3 MaxPooling

274.65 914.51 296.34

4 Convolutional and 
4 MaxPooling

261.81 723.40 231.37

5 Convolutional and 
5 MaxPooling

270.01 896.06 283.79

Table 8 is the minimum, maximum, and average classi-
fication time of the CNN model embedded on Jetson Nano.

5. 3. Test Result on Nvidia Jetson Nano
The best architectures trained are put to test. The test 

consists of classifying the tobacco leaves using Nvidia Jetson 
Nano with a webcam as an input. The result of the classifica-
tions can be seen in Fig. 6.

From the confusion matrix, we can extract 
the True Positive, True Negative, False Positive, 
and False Negative from each class, as shown 
in Table 9.

Table	9

Performance	metrics	table	for	Nvidia	Jetson	
Nano	testing	using	100×100	input	on	CNN	model	

with	4	Convolutional	and	4	MaxPooling

Class
True  

Positive 
(TP)

True  
Negative 

(TN)

False  
Positive 

(FP)

False 
Negative 

(FN)

Mature 22 30 6 2

Immature 15 31 3 1

Old 16 29 0 5

After getting the necessary metrics, we can 
evaluate the model tested on Nvidia Jetson Nano 
using accuracy, recall, and precision metrics, 
which can be seen in Table 10.

Table	10

Performance	of	Each	Class	on	100×100	model

Metric Mature Immature Old Micro average

Accuracy – 0.8688

Precision 0.7857 0.8823 1 0.854

Recall 0.9166 0.9375 0.7619 0.868

Table 10 demonstrates that the model achieves greater 
than 85 % on each of the three metrics of recall, precision, 
and accuracy. This indicates that even though the outcome is 
not as good as during training, it is still trustworthy.

After the testing of the 100×100 input model is done, 
we move on to the testing of the 224×224 input model. The 
model is able to classify tobacco leaves in real time, as shown 
in Fig. 7.
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Fig.	7.	Test	result	on	Nvidia	Jetson	Nano	using	224×224	input	
on	CNN	model	with	4	Convolutional	and	4	MaxPooling

From the confusion matrix, we can extract the True Pos-
itive, True Negative, False Positive, and False Negative from 
each class, as shown in Table 11.

Table	11

Performance	metrics	table	for	Nvidia	Jetson	Nano	testing	
using	224×224	input	on	CNN	model	with	4	Convolutional		

and	4	MaxPooling

Class
True Positive 

(TP)
True Negative 

(TN)
False Positive 

(FP)
False Negative 

(FN)

Mature 24 45 3 3

Immature 15 48 1 1

Old 19 46 1 2

After getting the necessary metrics, we can evaluate 
the model tested on Nvidia Jetson Nano using accuracy, 
recall, and precision metrics, which can be seen in Ta-
ble 12.

Table	12

Performance	of	Each	Class	on	224×224	model

Metric Mature Immature Old Average

Accuracy – 0.947

Precision 0.889 0.937 0.950 0.920

Recall 0.889 0.937 0.904 0.906

Table 12 shows that the model obtained more than 90 % 
on all three metrics: accuracy, precision, and recall. This 
result means even though the result is not as good as in the 
training, it is still reliable. 

6. Discussion of the results of Convolutional Neural 
Network for tobacco leaf classification 

In Table 3, it is evident that the model with 5 Convolu-
tion layers and 5 MaxPooling yielded the poorest testing 
and training accuracy, measuring at 0.677 and 0.742, respec-
tively. A similar trend is observed in Table 6 where training 
and testing accuracy was registered at 0.824 and 0.871. The 
result shows that the model using more Convolutional layers 
and MaxPooling layers tends to give worse results because 
even though the model has more capacity to learn intricate 
details and pattern in the training data, which is beneficial 
to some extent, it can also make the model more prone to 
overfitting, especially with the model that does not have a 
sufficient dataset. Overfitting occurs when the model learns 
to perform well on the training data but fails to generalize 
unseen data. 

The model’s accuracy as shown by its training and val-
idation curve in Fig. 4 seems to increase along the epochs. 
However, our model is not static; instead, it oscillates fre-
quently until up to the 175th epoch. The accuracy curve is 
shown in Fig. 5. The model oscillates larger at the start, 
but eventually approaches about one by 125th epoch. At the 
150th epoch, there is the last big fluctuation on the model’s 
path of convergence.

Looking at Tables 4, 7, it is apparent that architectures 
with 4 Convolutional layers and 4 MaxPooling layers gen-
erate smaller models regardless of the 100×100 input or 
224×224 input. This finding is consistent with the infor-
mation presented in Tables 5, 8, which illustrate that these 
models take the least amount of time for classification in 
Nvidia Jetson Nano, at an average of 221.15 ms for 100×100 
and 231.37 ms for 224×224.

After testing the best models (with 4 Convolutional 
layers and 4 MaxPooling layers) for both 100×100 and 
224×224 inputs on Nvidia Jetson Nano, the results are 
presented in Fig. 6, 7, along with the corresponding data 
in Tables 9, 11. These tables allow us to calculate metrics for 
both models.

From Tables 10, 12, we can analyze the performance of 
both models. Regarding the main metric of accuracy, Model 
224×224 outperforms model 100×100 with an accuracy of 
94.7 % against 86.88 % for model 100×100. Finally, precision 
values for Model 224×224 are high compared to that of the 
100×100 Model in all the three classes (Mature, Immature, 
and Old). Precision refers to the percentage of instances 
classified into a particular class that actually belong to that 
class. The precision values for the 224×224 input model (ma-
ture=0.889, immature=0.937, old=0.950) are consistently 
higher than for Model 1 (mature=0.7857, immature=0.8823, 
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Fig.	6.	Test	result	on	Nvidia	Jetson	Nano	using	100×100	input	
on	CNN	model	with	4	Convolutional	and	4	MaxPooling
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old=1). This means Model with 224×224 reduces the risk 
of false positives. However, recall that measures how well a 
model captures all instances of a particular class, also shows 
increased performance with 224×224 input. The model’s re-
call values (mature=0.889, immature=0.937 and old=0.904) 
are higher than those of model 100×100 (mature=0.91). The 
224×224 model offers a better option for achieving optimal 
precision and recall trade-off. In addition, the micro-average 
precision and recall values present a unified representation 
of the accuracy of the model for every class, and once more, 
224×224 input beats 100×100 input. The micro-average 
precision for Model 224×224 is 92 %; whereas, it is 85.4 % 
for Model 100×100 input. This means that Model with 
224×224 is better at minimizing false positives. Additional-
ly, recall – a measure of the model’s competence in capturing 
all instances of a particular class – also shows improvement 
for the 224×224 input. Its recall figures (mature=0.889, 
immature=0.937, old=0.904) are greater than those of 
Model 1 (mature=0.9166, immature=0.9). Balancing on the 
precision and recall trade-off, the 224×224 model improved 
the precision and recall of these improvements. In addition, 
micro-average precision and recall values give an overall 
performance of a model in relation to all classes, and here too 
224×224 input takes the lead as compared to 100×100 input. 
The micro average precision is 92 % for the model with the 
input of 224×224 and 85.4 % with the input of 100×100. 
Model 224×224’s micro-average recall is 90.6 %, compared 
to Model 100×100’s 86.8 %. These metrics illustrate that 
Model 224×224 is the more robust performer across all 
classes, and its superiority extends to the overall aggregated 
evaluation. The models obtained from this study generate a 
better accuracy.

Although this study has given satisfying results, it is 
still not perfect. The biggest factors of misclassifications in 
this study are the lack of a dataset, and inconsistent lighting 
conditions when testing using a webcam and Nvidia Jetson 
Nano. This can be overcome by collecting a larger and more 
diverse dataset. Better testing environment can also improve 
the result.

From the results of the tables above, Convolutional 
Neural Network can classify the quality of tobacco leaves 
with good accuracy and low classification time, which 
satisfies the needs of the industry to reduce time spent 
and increase production. This study suggests that Nvidia 
Jetson Nano can run a Convolutional Neural Network 
classifier model with enough speed to control an electric 

motor for further research in making a tobacco leaves 
selection machine.

7. Conclusions

1. The best model from the 100×100 input model uses 
4 Convolution layers and 4 MaxPooling, which resulted in 
0.959 and 1.000 in training and testing accuracy.

2. The best model from the 224×224 input model uses 
4 Convolution layers and 4 MaxPooling, which resulted in 
0.979 and 1.000 in training and testing accuracy.

3. Nvidia Jetson Nano can run CNN models smoothly and 
quickly with an average classification time of 267.513 ms. The 
real time accuracy for the 100×100 model is 0.8688 and 0.947 
for 224×224 input. This means the best model tested only has 
a difference of 3.2 % from the simulation testing accuracy.
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