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The paper proposes a method for the formation of signal-code structures using orthogonal chaotic signals ob-
tained by modified mapping based on the Chebyshev polynomial and the Gram-Schmidt orthogonalization proce-
dure. The proposed method allows to increase the speed of information transmission in the data exchange paths of
the hidden information telecommunication networks and not to apply additional methods of destruction of the phase
portrait of the chaotic signal to increase its structural secrecy.
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Introduction

Recently, the problem of building secure informa-
tion telecommunication networks of special purpose,
which must meet the high requirements for ensuring the
reliability and speed of the transfer of information, is
becoming more and more actual [9—-12].

A promising direction of the development of such
systems is the construction of information telecommu-
nication networks in which chaotic signals are com-
bined with noiseless codings for the information trans-
mission and in which the modulation / encoding (de-
modulation / decoding) procedure is carried out jointly
(signal-code construction SCC. Rational construction of
such SCC allows combining the advantages of noiseless
coding and selected types of signals and implementing
relatively simple decoding algorithms.

The purpose of this work is to construct a method
for the formation of signal-code constructions with the
use of chaotic signals and noiseless coding for promis-
ing hidden information telecommunication networks.

Main part

Advantages of using chaotic signals as information
carriers are given in the works [1-2; 6; 8]. In particular,
their quasiorotogonal properties allow to organize the
code division of chaotic implementations in a group
signalBut the task of designing signal constellations and
signal — code constructions, using chaotic signals, is not
sufficiently investigated.

The traditional approach to the transmission of cha-
otic signals involves the formation of two chaotic imple-
mentations X, (t)-"0", x,(t)-"1" for the sequential trans-
fer of bit streams. The property of the quasiorthogonality of
chaotic signals allows to make a transition from sequential
transmission to parallel transmission.

This allows to reduce the transmission time of the
message in m times.
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Fig. 1. Transition from sequential
to parallel bit transmission

To do this, in this case T, =T each bit is

transmitted by a separate implementation of the chaotic
process, orthogonal to one from the set m. Thanks to the
parallel transmission, all bits are received at the same
time, therefore it is impossible to distinguish the order
of their follow-up. To eliminate this disadvantage, it is
proposed to generate separate chaotic sequences specific
to "0" and "1" in the corresponding position in the mes-

sage. The initial value x; of the formation of the cha-

otic implementations (fig. 2) is a code that uniquely
indicates the direct value of the bit ("0" or "1") and si-
multaneously indicates the "location" of each bit in the
sequence (its serial number).

The informational message, formed in this way, is
a superposition of chaotic implementations, duration
T

bit *

S0 =2 %,(0). (1)
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For example, to transmit a message, that in binary
form has a code 10010, it is necessary to generate cha-
otic sequences with the following initial values
X, X, X, Xy, 5 X, 5 in such orde.
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Fig. 2. Coding scheme of bit sequence using
the initial values of chaotic implementations
The rule for selecting the initial values for generat-
ing chaotic implementations is presented in tabl. 1
Table 1

Initial values X; (code) to generate chaotic
]

Bit implementations in accordance with the order
of following binary symbols
1 2 3 4 5 m

IIOII
Xot | Xo2  |Xo, |0, Xo, X 0,

nmin
1 X1 Xin Xy X1, Xy, le Xy,

where x; — the initial value; i — the value of binary
J

symbol ("0" or "1"); j — serial number in sequence.
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The set of messages to be translated is encoded us-
ing a binary code N =2", where m — the number of
binary bits in the message.

For the construction of multichannel data exchange
paths in information telecommunication networks that use
shared spatial, frequency and time resources, it is important
to choose the ensemble of signals to be used as a carrier of
information. Generally, signals should be linearly inde-
pendent. Under the conditions of active impedance, the
choice of orthogonal signals is preferable. Only in this case
the signal energy is used to the fullest extent.

The most striking example of practically orthogo-
nal signals is the set of implementations of quasi-white
noise in a limited frequency band. Due to their special
properties, namely, a similar autocorrelation function, a
uniform spectrum in a limited frequency band, at the
output of the correlator, which coincides with the "sign"
of the signal, there is an acute peak of voltage. It facili-
tates the task of signal separation and deciding in the
process of demodulation. Choosing the noise-like sig-
nals as bearers allows you to form an ensemble of sig-
nals with the above properties.

On the receiving side, to make decision about
value of the bit in each of the positions received mes-
sage is checking two hypotheses: H0‘ — the presence of

"0" and H, - the presence of "1" on the position in the

message. The presence in the message of other m—1
bits leads to errors in making a decision in the general
case of non-orthogonality of chaotic implementations.

To separate each of the m signals on the receiving
side, you need to have m decision devices (fig. 3).

bit

2 1 2 3 4 .. m
bit
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bit

Fig. 3. Signal separation scheme on the receiving side

The decision is made by calculating the Pearson
correlation coefficient between the implementation from
the receiver input S(t) (1) and each of the standard cha-

otic implementations with the code x, and X1 for the

m -s decision device. The Pearson correlation criterion
is a statistical parametric method for determining the
degree of correlation between two variables. The condi-
tion for applying the specified coefficient is the normal
law of distribution of the comparable values. So for the
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decision device Ne 1 (fig. 3), such standards are chaotic
implementations with initial values *o and X,

3 (s—s)-(xI-xI)
I'm0= = = 5
\/Z(S—S)Z~Z(xl—xl)2
. Z(s_—s)-(xZ—xZ)_ ’
\/Z(S—S)Z-Z(XZ—XZ)Z

where 1, .1, — Pearson correlation coefficients, for "0"

()

3)

ta "1" for m -s decision device, sample of standard cha-
otic implementations for "0" Ta "1" m -s decision de-

vice; s,x1,x2 — average sample values. The obtained

correlation coefficients are compared with each other.
Depending on which value the coefficient is greater, the
hypothesis Hoj is accepted — the presence of "0" on the

j-s position or H, - the presence of "1" on the j-s

position. As a result of the selected hypotheses, we ob-
tain a parallel sequence of bits of the received message
in the m outputs of the decision devices.

In the work mathematical modeling of the data
transmission system using the proposed method was
carried out. As a carrier, chaotic sequences generated by
a discrete mapping based on the modified Chebyshev
mapping [4] were used:

X, =o-(4x,’=3x,), 4
where a — control parameter.

The choice of mapping (4) is due to the fact that
among all the most well-known one-dimensional dis-
crete chaotic mappings, a modified mapping based on
the Chebyshev polynomial allows us to obtain an en-
semble of realizations with the most uniform power
spectrum and good orthogonal properties [4]. This is
important for the construction of hidden information
telecommunication networks.

It should be noted that the general disadvantage of
chaotic signals obtained with any kind of mappings is
their lack of structural secrecy. The reason for this is
structured phase portraits or attractors that are images of
chaotic signals in the pseudophase space. Traditional
methods for determining energy and structural secrecy
usually do not use the specific properties of attractors.
At present, a nonparametric method [7] is developed,
which allows to determine the presence or absence of
any ordering and regularities between points of the at-
tractor on the phase portrait. Methods for breaking the
structure of the attractor of chaotic signals and bringing
it closer to the attractor of the white noise are known
[2;5;7].

In [5] the method of formation of analytical cha-
otic sequence, presented in the form of oscillatory proc-

ess, is proposed. For this, from the original chaotic se-

quence,
{X0, X5 X g0 Xy |

a complex sequence is obtained,
{XO +JX 0,X, +]X

100 11X T IX 550Xy +JXLN—1}

the imaginary part of which is the Hilbert transform of
the original chaotic sequence {X,,X,,X,,...Xy_} -

The amplitude and phase of a complex sequence is
calculated according to the following expressions:

An = ‘All‘ = Vxnz +Xlnz ’ (5)

v, :‘\ﬁn‘ :arctan( ! J 6)
Xln

After transferring the complex amplitude and
phase to a harmonic carrier, an analytic chaotic se-
quence is obtained:

s, =A, cos(y, +on). 7

An important aspect is the correct choice of fre-
quencies, the values of which should not take values in
the small frequency domain ®#2nn, (n=0,1,...),

since in this case the attractor takes the form close to the
attractor of the initial sequence.

In fig. 4 for comparison, the image of a phase por-
trait of modified mapping based on the Chebyshev
polynomial and its same phase portrait using the method
of formation of analytical chaotic sequence [5] for the
destruction of the signal attractor is given. The trans-
mission of messages in a parallel way allows us to pro-
vide the structural secrecy of the chaotic signals that are
used for transmission.
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Fig. 4. A phase portrait of a chaotic sequence
of modified mappings based on the Chebyshev
polynomial before (a) and after (b) the application of the
method of forming an analytic chaotic sequence

A group chaotic signal, represented by a sum of 5
or more chaotic signals, has a phase portrait similar to a
white noise portrait. Nonparametric methods (BDS-
statistics) [7] do not determine the ordering and regu-
larities between the points of the attractor of such a sig-
nal. Table 2 shows the image of the group chaotic signal
(GCS) attracted by the modified mapping and the ana-
lytical chaotic group signal (AHGS), depending on the
number of implementations that make it. It is seen that
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an increase in the number of chaotic implementations in  trait of an analytic chaotic signal, which has a visual
a group signal brings its phase portrait closer to the por-  similarity to the phase portrait of white noise [5].
Table 2

Image of the GHS attractor Image of the GHAS attractor
BDS test value BDS test value
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S(6)= Y %,()

1 1 1 Il Il Il
4 T4 ) [} 2 4

-2 0 2 2 2
BDS =116 BDS =1,31

4 or | o 7
S(t) =Y x;(1) RS o ]
i=1 : R . :
-4 3 0 ; 4 Iy 3 ) p 4
BDS =1,158 BDS =1,043
4 - b T T
ot . o+ 1
5 o i o i
S = x,(t) - ] -
i=1 it ; i ) _
L6 -‘4 -‘1 ID I* ‘4 § VI .o p I §
BDS =0,51 BDS =0,92
¢ L] | ' ' ]
. i ] i ]
S(t) = (1) o ] i ]
i=1 —4F g 4 4
B e T o T . i s
BDS =2,78 BDS =1,85
6 i i i j T o T T
ar 4 i ]
: E _ 1 ]
S(H) =2 x,(1) 1 ]
i=1 _ab i i J
s i 2 0 2 1 s B S R §
BDS =1,496 BDS =3,187
i : ' T
8 } i ]
S(t) = (1) 7 A ]
i=1 i it J
6 B R
BDS =1.226 BDS =1.471

It is seen that an increase in the number of chaotic  trait closer to the portrait of an analytic chaotic signal,
implementations in a group signal brings its phase por-  which has a visual similarity to the phase portrait of
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white noise [5]. This indicates the possibility of increas-
ing the structural secrecy of the group analytic signal in

comparison with a separate chaotic implementation
without the use of an analytic chaotic signal.
Table 3

-1<x<0

0<x<l

O<ax<l

-l<a<0

o

Confirmation of increased structural secrecy is the
value of BDS-statistics [7], which tends to decrease
with the increase of the components of the group cha-
otic signal. Table 3 shows the form of bifurcation dia-
grams for modified mappings based on the Chebyshev
polynomial for the initial value x,=0,7 with varia-

tions of the control parameter —1 <a <1 The table 3
shows that chaotic mode is observed at

~l<a<-0,78; (5)
0,78<a<1. (6)

It should be noted that this form of bifurcation dia-
grams for other values of initial values —1<x, <1 is

retained. The specific values of the control parameter
and the initial values for generating chaotic implementa-
tions are conveniently graphically represented as the
points of the signal constellation (fig. 5), where the axis
of the abscissa denotes x, , the axis of the ordinate de-

notes a . Each point of a chaotic signal constellation
corresponds to one bit of transmitted information. The
group chaotic signal, in length m bits, corresponds to a
code combination of m points of a chaotic signal con-
stellation, in accordance with Table 1 of the initial con-
ditions. To encode any m-bit message you need 2m cha-
otic implementations.

As noted above, the time of the parallel transmis-
sion of such a m-bit message will be equal to the dura-
tion of the one bit transmission — T, . This allows you

to increase the speed of data transmitted at m times. The
minimum difference (distance) between the values, se-
lected on the axes (fig. 5), can be any small, which will
ensure good inter-correlation properties of the received
chaotic implementations. In the general case, the loca-
tion of the signal constellation points may be non-
equilibrium. The limitation to select a control parameter

o is Sharkovsky's windows in bifurcation diagrams
(Table 3).
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Fig. 5. Chaotic signal constellation

In the work, the simulation of the transmission of
8-bit data blocks (which can correspond to a message
from one correspondent or one-bit messages from 8
correspondents) was carried out. In this case, to encode
any 8-bit message, according to Table 1, 16 initial val-
ues will be needed to get chaotic implementations.

Table 4 shows the initial values of chaotic imple-
mentations that were used in modeling to encode the
order of following bits in a message.

Table 4
Initial values (code) for the formation of chaotic
oir implementations in accordance with the order
of binary symbols
1 2 3 4 5 6 7 8
"0"[0,04]0,08] 0,12 ] 0,16 | 0,2 [0,24]0,28] Y>>~
"1"10,36| 0,4 | 0,44 0,48 0,52 (0,56| 0,6 | 0,64
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Figure 6 shows the dependence of the bit error
probability on the signal / noise ratio for the parallel
transmission of messages using analytical chaotic im-

plementations obtained by a modified mapping of Che-
byshev and consisting of K =50, 100, 150 discrete sig-
nal samples.

1ezdi- . . : . -
e i

‘ . i 3

NR, dB

Fig. 6. The dependence of the bit error probability on the signal-to-noise ratio in parallel transmission
of messages at K = 50,100,150 discrete samples of analytic chaotic implementations

The graph shows that an increase in the number of
samples from 50 to 150 for analytic chaotic implemen-
tations contained in a group signal yields a signal-to-
noise gain of about 6 dB. In this work an estimation of
the orthogonal properties of analytic chaotic realiza-
tions, obtained with the help of the Modified mapping
based on the Chebyshev polynomial, (4) was carried
out. Figure 7 shows a table for calculating the angles
between all possible pairs of 16 chaotic implementa-
tions vectors that were used during modeling:

0 100 92 82 87 96 93 78 94 88 97 85
0 097 102 84 82 83 88 88 91 96 101
0 0 0 9290 8 9 97 96 89 79 82
0 0 O 089 8 87 9 89 93 8 92
0 0 0 0 09283 8 9284 91 97
0 0 0 0 0 08228 9191 8 97
0 0 0 0 0 O O 80 100 84 93 9
0 00 0 0 O0 0O 0 8 97 4 91
o0 0 0 0 0 0 0 0 097 89 101
0 00 0 O0O0OCO0O O 0102 82
o 00 0 O0OO0OCO0OO0C OO O 8

Fig. 7. A table for calculating the angles between all
possible pairs from 16 chaotic implementations vectors,
that were used during modeling

In order to increase the reliability of receiving
messages, an orthogonalization of analytical chaotic
implementations that were part of a group signal was
carried out. In this case, the scalar product between all
the pairs of signals, and therefore their mutual energy
will be zero For these purposes, the Gram-Schmidt or-
thogonalization procedure [3] was carried outFigure
8 shows a table for calculation the angles between all

possible pairs from 16 chaotic implementations vectors
after orthogonalization:

0 90 90 90 90 90 90 90 90 90 90
0 0 90 90 90 90 %0 90 90 90 90
0O O O 90 90 90 90 90 90 90 90
0O O O 0 90 90 90 90 90 90 90
0O 0 O O O 90 90 90 90 90 90
0 0 0 0 0 0 9 90 9 90 90
0O 0 0 0O O O O 90 90 90 90
0 0 0 0 0O 0 0O 0O 90 90 90
0 0 0O 0O 0O 0 0 O 0 90 90
0 00 0 0 O0CO0O OO0 0090

Fig. 8. A table for calculating the angles between all
possible pairs from 16 chaotic implementations vectors,
that were used in modeling after orthogonalization

The results of numerical simulation of data trans-
mission using orthogonal analytic chaotic implementa-
tions are presented below. Fig. 9 shows the dependence
of the bit error probability on the signal-to-noise ratio in
the case of parallel transmission of signals for orthogo-
nal analytic chaotic implementations based on the
Modified Chebyshev mapping at K = 50, 100, 150 dis-
crete samples.

The graph shows that the use of orthogonal ana-
lytical chaotic implementations in data transmission
provides a gain of about 1,5-2 dB compared with the
use of such implementations without an orthogonaliza-
tion procedure. The reliability of receiving messages in
the general case is not sufficient and is determined by
the type of data transmission channel and the kind of
noise in it.
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SNR,
dB

Fig. 9. Bit error probability for parallel transmission
of messages at K = 50,100,150 discrete samples
of orthogonal analytic chaotic implementations

The use of noiseless coding is one of the most ef-
fective ways to increase the reliability of receiving mes-
sages and reduces the likelihood of errors to some ac-
ceptable level.

To do this, it is proposed to add bits of control dig-
its to the parallel bit packet. Additional orthogonal cha-
otic implementations are formed for their transmission
(fig. 10). The choice of noiseless code depends on sev-
eral factors: the type of errors in the data transmission
channel, the permissible speed of transmission, the re-
quired reliability of reception, and so on.

For example, block codes are well corrected for er-
rors that occur rarely but with large packages. Rolling
codes are effective in a white noise channel. They are
well corrected for frequent and minor errors, but do not
work well with bug packages.
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§ bitr
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Fig. 10. Application of control digits for the organization of noiseless coding
for parallel transmission of messages

Conclusions

The application of the proposed method for the
formation of chaotic signal-code constructs can increase
the transmission rate of information in proportion to the
number of bits constituting a message.

Applying the Gram-Schmidt orthogonalization
procedure can increase the reliability of receiving mes-
sages and provide a gain of about 1,5-2 dB with
P, =107, compared with the use of chaotic implementa-
tions without an orthogonalization procedure. In order
to increase the structural secrecy of the formed group
chaotic signal, which consists of more than 5 chaotic
implementations, it is impractical to apply the methods
of destroying the phase portrait, since the phase portrait
of such a signal looks like a phase portrait of white
noise. The rejection of these methods will simplify algo-
rithms for processing the group chaotic signal.
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METO[l ®OPMYBAHHS XAOTU4YHMUX CUTHAIIbHO-KOAOBUX KOHCTPXKLIIVI
Ana NEPEQAY! IHOOPMALUII B 3AXULLEHUX IHOOPMALIMHUX TENTEKOMYHIKALIIMHUX MEPEXAX

K.C. Bactora, 1.B. 3axapuenko, I.A. Hixidhopos

B pobomi 3anpononosarno memoo popmysants cueHanbHO-KOO0BUX KOHCMPYKYIL 3 GUKOPUCMAHHAM OPMO2OHATbHUX XAO0-
MUYHUX CUSHATIB, OMPUMAHUX 34 0ONOMO20 MOOUPIKO8aH020 8idobpadicents Ha ocHosi noainomy Yebuwesa ma npoyedypu
opmoeonanizayii I pama-IlImioma. 3anpononosanuii Memoo 0036015€ NiOGUWUMU WIBUOKICIb nepedayi iHpopmayii' y mpakmax
OOMIHY OaHUMU NPUXOBAHUX THPOPMAYIIHUX MENEKOMYHIKAYIUHUX Mepedc ma He 3aCmocosysamu 000amKosi Memoou pyiny-
BaHHs PA3068020 NOPMPEMY XAOMULHOLO CUSHATY OISl NIOBUWEHHS TI020 CIPYKIYPHOL CKPUMHOCTI.

Knwwuoei cnosa: cucnanbHo-k0006a KOHCMPYKYis, CUsHAbHE CY3ip s, aHATIMUYHA XA0MUYHA NOCAIO08HICMb, 00CMOBIp-
Hicmo, Koeghiyicnm xopensayii Ilipcona, opmoeconanizayis I pama-LlImioma, 3aéadocmiiike KOOY8aHHs.

METO[ ®OPMUPOBAHUA XAOTUYECKUX CUTHATIbHO-KOQOBbIX KOHCTPYKLIMIA
anAa nEPEQAYYN UHOOPMALIMK B 3ALLUUEHHBIX MUHOOPMALIMOHBIX
TENEKOMYHUKALIMOHHbBIX CETAX

K.C. Bacrora, 1.B. 3axapuenko, [.A. Hukugopos

B pobome npednosicern memod Gopmuposaniis CUSHATLHO-KOO08bIX KOHCMPYKYUL 3 UCNONb308AHUCM OPMO2OHABHBIX XA0-
MUYECKUX CUSHATIO8, NOLYHEHHBIX C NOMOUBIO MOOUDUYUPOBAHHO20 OMOOPAdCENUsL HA OCHO8e noaunoma Yebviuwesa u npoyedy-
pul opmozonanuzayuu I pavmma-ILInuoma. IIpednodicennviii Memod no3805em NObICUNb CKOPOCHb NEPeOau UHPOpMayuu 6
mpakmax 06MeHa OAHHBIMU CKPHIMbIX UHMOPMAYUOHHBIX MENCKOMMYHUKAYUOHHBIX Cemell U He NPUMEHAMb OONOIHUMENbHbIE
Memoobl paspyuienus azo6020 NOpMPema Xaomu4ecko20 CUSHAA Oisk NOBLLUEHUS. €20 CIPYKNYPHOU CKPbIMHOCHIIL.

Kniouesvle cnosa: cucnanbHo-k0008asi KOHCMPYKYUSl, CUSHANLHOE CO36e30Ue, AHAIUMUYECKAs XAOMmu4ecKkds nocie008d-
MenbHOCmb, 00CMOBepHOCMb, KOd(duyuenm koppersyuu ITupcona, opmozonanuzayus I pamma-LLnuoma, nomexoycmoiiuugoe
Koouposanue.
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