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ABSTRACT

The research aims to develop information technology for identifying problematic health conditions by analyzing measurement
data. The literature review highlights various approaches to medical diagnostics, including statistical and machine-learning models
that predict the risk of adverse outcomes based on patient data. Developed information technology focuses on data classification and
sufficiency, ensuring objective and relevant data is collected. The technology involves expert-defined rules for analysis, aiding in
generating patient diagnosis candidates. The proposed information system comprises four components: data source, data storage,
diagnosis module, and data sink. A comprehensive data storage structure is designed to store and manage data related to diagnoses
and parameters efficiently. The rule set generation block prototype includes obtaining parameters and transforming algorithms into
programming functions. A case study focuses on a diagnostic tool for assessing PTSD using an internationally recognized
questionnaire. Telegram bot is selected as the data source due to its anonymity, flexibility, and automated data collection capabilities.
The database structure is designed to accommodate questionnaire modifications and continue data collection. The implemented
analytical system effectively categorizes individuals' states based on their responses. Overall, the research demonstrates the potential
of information technology and the proposed information system to provide effective and user-friendly health diagnostics, aiding in
timely medical interventions and improving population well-being.
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A potential solution is developing a user-
friendly mobile application that serves as prompt,
raising concerns and suggesting contacting a doctor.
With the advent of various devices like fitness
trackers, oximeters, glucometers and more, which
gather data about an individual's health; this
information can be utilized to create such an
application. This application can operate discreetly
in the background, minimizing any individual
inconvenience  while  ensuring continuous
monitoring and prompt response to changes in the

INTRODUCTION

Recent medical statistics indicate a rising
occurrence of diseases at younger ages and among
different populations. Furthermore, new factors such
as the COVID-19 pandemic and the persistent stress
of war, particularly affecting Ukrainians, contribute
to deteriorating health. This situation gives rise to
two significant challenges. Firstly, the existing
medical system often struggles to cope with the

mounting pressure. Secondly, new demographic
groups, primarily comprised of young, active, and
capable individuals, tend to refrain from seeking
medical assistance, resulting in delayed access to
timely healthcare. These circumstances significantly
threaten the population's well-being and affect the
country's economic development.

© Liubchenko V., Komleva N., Zinovatna S.,
Briggs Jim, 2023

individual's health condition.

This research aims to create an information
technology that can detect an individual's problemat-
ic health state by analyzing measurements of various
state parameters.

To accomplish this goal, the following steps
need to be taken:

— conduct a comprehensive analysis of exist-
ing research using data analysis technologies in
medical diagnostics;
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— develop an information technology to assess
an individual's condition by generalizing the results
of measuring specific state parameters; create a pro-
totype information system to implement the devel-
oped information technology;

— apply the developed information technology
to identify problematic situations within the context
of a specific disease and evaluate the outcomes of its
application.

LITERATURE REVIEW

Utilizing digital technologies in medical
diagnostics is not novel, and numerous researchers
have achieved promising outcomes in this field.

Sheikh et al [1] describe the problems and
challenges of using information technologies in the
healthcare system: mobile applications, data
compatibility between different systems, protection
of confidential data, and expansion of data analysis
capabilities. The principles of introducing health
education systems in the example of the UK are
considered. At the same time, the authors conclude
that the available data contribute to the development
of artificial intelligence; obviously only once ethical
issues have been addressed.

Kumar et al [2] describe the use of artificial
intelligence for diagnostics in healthcare and the
benefits of finding the most effective methods for
establishing a diagnosis; however, individual
diseases are considered.

In Mangus et al [3], the issue of patient
participation in the diagnosis is considered, for
which information technologies can be used, from a
test messenger to a virtual environment, which can
help in obtaining information from the patient;
however, the authors describe the features of using
various applications specifically for emergency
departments.

Developers from different countries, including
Ukraine, offer their systems for work in healthcare.
This is, for example, information technology to
improve the efficiency of rehabilitation processes in
sanatorium-resort institutions, in particular, with the
help of mineral water “Naftusya” from the famous
resort of Truskavets [4] or a separate mobile
application for monitoring health data based on the
parameters specified by the user [5].

There are now so many health information
systems that the World Health Organization has
released a report [6] proposing a classification of
health information technology elements to promote a
common taxonomy for software developers. The
report includes categories for a large number of
areas: for clients, for health care providers, for

managers of the health system or resources, and
others.

One approach to developing information
technology to advice clinicians and/or patients is to
collect data about the patient's condition and relate it
to previous patients with similar data.

An example is the National Early Warning
Score (NEWS) [7]. This is intended to assist nurses
and doctors in identifying and responding to patients
(normally hospital in-patients) whose condition may
be deteriorating. NEWS uses the patient's vital signs
(pulse rate, blood pressure, temperature, etc.) to
assess their risk of an adverse outcome (death,
cardiac arrest, or unanticipated admission to an
intensive care unit) within the 24 hours following
the observation [8]. Its use was exemplified in
implementing the Vitalpac software and was shown
to reduce mortality [9].

By collecting data on thousands of patients for
whom their outcome was known, statistical and
machine learning approaches were used to develop a
computational model that could be applied to
calculate the risk for any other patient.

The same team has more recently produced
models that predict the risk of adverse outcomes for
a patient based on blood test results [10, 11] and by
combining vital sign observations, blood test results,
and patient history [12].

The processing of diagnostic data in different
fields of medicine can be complicated for a doctor
due to the need to analyze many indicators, the rela-
tionships between which can be complex, and the
degree of influence on the diagnostic result can be
different. It was shown by Komlevoi et al [13] that
this problem is significant in pulmonologist even in
the presence of objective general clinical, biochemi-
cal, and questionnaire methods used to confirm the
diagnosis and allow description of the state of the
bronchopulmonary system by various indicators.
Therefore, the authors investigated the possibility of
classifying the values of 32 biophysical indicators
obtained by laser correlation spectroscopy. The val-
ue of the work lies in expanding the set of diagnostic
indicators due to high-precision results of the classi-
fication of biophysical indicators, which increases
the objectivity of diagnosing pulmonological diseas-
es.

In a recent study by Pathak et al. [14], the au-
thors explore the utilization of computers and meth-
odologies for sentiment analysis as a practical ap-
proach for diagnosing and monitoring mental ill-
nesses, particularly depression. The system incorpo-
rates sentiment analysis techniques and affective
computing approaches. The authors employed word
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classifications and specific characteristics of human
facial expressions as training data for the system.

Another relevant research by Jain et al. [15] fo-
cuses on analyzing diverse social media data to de-
velop an approach for detecting depression and im-
paired mental health on social media platforms. The
study combines machine learning algorithms for de-
pression detection with recommendation systems to
establish correlations between specific features and
individuals with depression, aiming to identify con-
tinuous patterns indicative of mental health issues.

Additionally, Sankaranarayanan et al. [16] and
Vardhan et al. [17] conducted studies on the applica-
tion of machine learning methods for early diagnosis
of diabetic patients and the development of new
drugs to ensure patient safety. These studies em-
ployed data mining techniques such as FP-Growth
and Apriori to uncover hidden patterns and struc-
tures within the data. The k-nearest neighbors algo-
rithm (KNN) algorithm methodology was employed
to assess the health condition and performance and
create new medications using medical data.

In this context, the work of Van den Berg et al.
[18] is interesting. The authors studied the detection
of late-onset sepsis. They found that none of the
machine learning techniques was good enough. So,
they combined three techniques to get the appropri-
ate result.

Combining different techniques looks like a
promising approach. Ahmed et al. [19] compared
various data mining techniques, knowledge extrac-
tion tools and software platforms for usage in a deci-
sion support system (DSS) for analysis of medical
measures.

In conclusion, using digital technologies in
healthcare is a rapidly evolving field with significant
potential. The relevant research explored various
aspects, including challenges, artificial intelligence
in diagnostics, patient involvement, and international
developments in health technology. It also highlight-
ed the importance of data-driven approaches, ma-
chine learning, and interdisciplinary methods in ad-
vancing healthcare.

INFORMATION TECHNOLOGY FOR
DIGITAL ILLNESS DETECTION

By examining existing studies, we have devised
an information technology to identify problematic
health conditions by analyzing measurement data.

As the proposed information technology focus-
es on data, the initial step involves defining the re-
quirements for data. This step is critical for success-
fully implementing the technology since the correct
requirements definition allows efficient data pro-
cessing and analysis. Various medical measurements
can be categorized based on distinct characteristics.
The authors suggest utilizing the classification pre-
sented in Fig. 1 for this purpose.

This classification provides a systematic ap-
proach to organizing and structuring medical data,
facilitating their analysis and use. The category of
measured data greatly influences the data processing
technology, the type of result obtained, and the level
of confidence in the outcome. In the specific tasks
being addressed, it can be determined that the meas-
urements will be readily attainable and easily de-
fined. This implies that the data processing technol-
ogy can be streamlined, and results can be obtained
promptly.
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Fig. 1. Categorization system for medical measurement
Source: compiled by the authors
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We should note that some medical data has
multiple timestamps: for example, for a blood test,
there is the time a specimen was taken from the pa-
tient, the time the test was processed in the lab (and
that could be two times: start and finish), and the
time the result was reported (i.e., available to the
requesting clinicians). So, a single timestamp model
is simplistic. But such simplicity is appropriate for
our purposes.

The input data should preferably fulfill the cri-
teria of objectivity and sufficiency.

Objectivity is the absence of deliberate manipu-
lation or distortion in the initial data. Ideally, the data
should originate from sensors. In situations where
sensors are not accessible, it is crucial to collect raw
data under circumstances that discourage any distor-
tion.

Sufficiency, on the other hand, means that the
data should contain measurements on a range of at-
tributes that enable the determination of the desired
diagnosis. When studying changes in a patient's state
over time, an additional requirement is that data ac-
quisition occurs at a frequency sufficient to capture
relevant information [20].

The outcome of applying information technolo-
gy yields a presumed diagnosis. However, it is es-
sential to acknowledge that this result does not con-
stitute a conclusive medical diagnosis. Its purpose is
solely to assist in making decisions regarding subse-
guent actions by the patient or the doctor.

Since information technology is involved in di-
agnosing individuals' conditions, it is crucial to pro-
cess pertinent raw data accurately. As such, the in-
volvement of experts is essential in developing in-
formation technology. These experts are responsible
for determining the sufficiency of attributes required
for diagnosis and establishing decisive rules for dif-
ferent diagnoses, along with potential recommenda-
tions.

When discussing information technology, the
initial step is to establish its scope. Its purpose is to
diagnose a particular disease by analyzing pertinent
measurements. However, it is essential to note that
the technology is not intended to diagnose all possi-
ble diseases solely based on the available measure-
ments.

Therefore, it becomes necessary for the expert
to determine the specific set of relevant parameters
P that an individual can measure:

P=f(D, E),

where D is the set of diagnoses, and E denotes the
expert.

In addition, the expert is responsible for defining
a set of rules R, which prescribe interpreting the

measurement data. These rules serve as guidelines for
understanding and making sense of the data collected.
By establishing these rules, the expert enables infor-
mation technology to analyze the measurements and
effectively provide meaningful insights and interpre-
tations.

The individual provides the most recent data on
parameter measurements P. Based on the proposed
classification of measures (Fig. 1), it can be inferred
that, in our case, these measurements are obtained
through easily accessible sources. They are short-
term and can be objective (captured by sensors) and
subjective (collected through surveys). Additionally,
they can be either dependent or independent.

When the data is static, a single snapshot of pa-
rameters PS is sufficient to determine the individu-
al's state. However, if the data is dynamic and the
analysis involves tracking changes over time, storing
the set of parameters snapshots {PSi, ..., PSn}
measured at consecutive time moments t=1, ..., N
becomes necessary. This allows for a comprehensive
analysis of the evolving state over time.

Generating the personal state information PS;
for a specific individual on a given timestamp, de-
noted as rd, involves several steps (as shown in
Fig. 2).

= PS§;forrd

® <py, vy, dp> <py,vq,ddy>
@ <pi v o> B>

@ <Pup Vi di> <P Vi ddp>

Fig. 2. Schema of PS; forming

Source: compiled by the authors

1. Retrieval from the data warehouse: A set of
indicator values {<p;, vj, di>} is fetched from the
data warehouse. Here, p;j represents the parameter, v;
corresponds to the parameter's value for the individ-
ual, and d; signifies the date when v; was measured.
The d; is determined as dj=max(d:<rd), where d; rep-
resents the measurement dates for the parameter p;.

2. Evaluation of data completeness: The ob-
tained data is assessed for its completeness, indicat-
ed as ef. This evaluation helps determine the extent
to which the data is sufficient and reliable for further
processing. In this step, two assessments are con-
ducted: evaluating the completeness of the set of
indicators |PSi|=|P| and determining the relevance of
the indicator values based on the correspondence
between the time interval of their acquisition and the
measurement categories CT(p;) — ddj= rd — d;,
where CT(p;) is the set of categories to which indica-
tor pj belongs.
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3. Applicability of rules: Based on the obtained
data, a conclusion is drawn regarding the applicabil-
ity of rules. This analysis determines whether the
collected data is suitable for applying predefined
rules or if further data gathering is necessary.

The measurement data provided is analyzed us-
ing the predefined rules established by the expert. The
outcome of this analysis is a candidate diagnosis,
which can take the form of a record indicating a prob-
lematic situation or a description of changes that have
occurred since the last measurement. This diagnosis is
an initial assessment based on the interpreted data,
highlighting potential issues or alterations in the indi-
vidual's condition. It could serve as a trigger for the
individual to decide on the visit to the doctor.

Fig. 3 presents the proposed information tech-
nology as the activity diagram.

The selection of appropriate technology to se-
lect candidate diagnoses is crucial in determining the
results' quality. This choice depends on the type of
parameters and rules defined by the expert. Rule
sets, or classification algorithms can be employed
when dealing with parameters with nominal or ordi-
nal values. Various machine learning (ML) tech-
niques can be utilized when the parameters have
guantitative values.

We want to highlight that information
technology does not limit the choice of algorithms,
software, and hardware. In fact, it is an abstract
framework that needs to be adapted to the specific
task at hand.

INFORMATION SYSTEM DESIGN AND
IMPLEMENTATION

For information technology to be effectively
utilized in real-life scenarios, it must be implement-
ed as an information system. This section outlines

the design of such a system, detailing its structure
and functionality. The information system is com-
prised of four key components:

1. Data Source: This component handles the
acquisition of data, which can be either objective or
subjective. Suppose the data source is objective,
such as from sensors like fitness trackers. In that
case, the component provides an interface to access
and gather information from these sensors. If the
data source is subjective, the component offers a
user-friendly interface to collect data through inter-
actions with the user.

2. Data Storage: The data storage serves as a
storage facility for various reasons, including moni-
toring changes in an individual's states over time and
supporting model calibration. It ensures that relevant
data is stored and readily available for analysis and
processing.

3. Diagnosis Module: This component gener-
ates diagnoses based on data analysis. Data can be
analyzed using rules defined by experts or data anal-
ysis models, including machine learning techniques.
It is essential to consider that machine learning
models require a training dataset for model identifi-
cation. The selection of the appropriate technology
can be influenced by the availability of a sufficiently
large sample size, especially for neural network
models, which demand ample data for successful
identification.

4. Data Sink: The data sink represents the user
interface where the results of analyzing measure-
ment data are displayed. This component allows us-
ers to view the outcomes and insights derived from
the data analysis process in the current development
state.

Expert

Individual Analyzer

Set of parameters
P

Rules definition Sekolpules

[Parameters deﬁnition|—>

Parameters providing

Snapshot PS;

Diagnose-candidate
finding

Fig. 3. Activity diagram for information technology
Source: compiled by the authors
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A data storage structure (as shown in Fig. 4) is
proposed to store the necessary information effi-
ciently. This structure captures the relationships be-
tween entities within the Diagnosis-Parameter do-
main.

The structure includes the following relation-
ships:

1) Diagnosis-Parameter (many to many): This
relationship captures the associations between diag-
noses and parameters;

2) Parameter-Class (many to many): This rela-
tionship represents the connections between parame-
ters and their corresponding classes;

3) Parameter-Possible_answer_option (one to
many): This relationship captures the possible an-
swer options for each parameter;

4) Parameter-Individual_Features (many to
many): This relationship captures normative values
of the parameter based on the individual's features;

5) Individual-Feature (many to many): This re-
lationship captures the individual's features related
to a specific point in time;

6) Individual-Parameter (many to many): This
relationship captures the individual's measurement
results related to a specific point in time.

With this data storage structure in place, retriev-
ing the required data slices for an individual (multi-

ple slices) within a specific period is possible. These
obtained slices can be further processed using prede-
fined rules R.

Regarding the proposed structure, we would
like to highlight that we have considered several
crucial factors, including:

1. Multiple Diagnoses: We acknowledge that a
patient may have multiple diagnoses, and the struc-
ture accommodates the possibility of capturing and
managing multiple diagnostic outcomes for a single
individual.

2. Dynamic Diagnoses: The system accounts
for the dynamic nature of diagnoses. It allows for
adding new diagnoses at any point in time and re-
moving or ruling out existing diagnoses. This flexi-
bility ensures that the diagnosis aspect of the system
remains adaptable and up-to-date.

3. Levels of Certainty: We recognize that diag-
noses can vary in certainty levels, ranging from cer-
tain to provisional or probable. The structure consid-
ers this by providing mechanisms to record and
manage different levels of certainty for each diagno-
sis. This information can be valuable for monitoring
the success of the system's diagnoses and adapting
its rules (algorithms) as needed in the future.

IndividualDiagnosis
PK recordld

FK1 diagnosisld
FK2  individualld

PK d

Class
PK

l Norma

Diagnosis
iagnosisId
diagnosisname

classld
classname

DiagnosisParameter
PK recordId

FK1 diagnosisid
FK2 parameterld
weight

Parameter

PK parameterld
parameterName
unit
isquantitative

ParameterClass
PK recordId

"™FK1 parameterld
FK2 classId

¢ MFK2 featureld

FK1 diagnosisparameterld

D— "0} parameterld

PK normald
FK1 diagnosisparameterld

minvalue
maxvalue

PossibleValue
PK  possiblevalueld

textvalue
quantitativevalue

MeasurementIndividual
PK recordld
FK1 individualld

surveydatetime
factvalue

diagnosisdate
diagnosisstate

Feature
PK featureld

featurename

IndividualFeature

PK  recordld

FK1 individualld

FK2 featureld
currentvalue
featuredatetime

Fig. 4. General data storage structure

Source: compiled by the authors
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By incorporating these considerations into the
proposed structure, we aim to build a robust and
comprehensive system that can effectively handle
the intricacies of diagnosis management and support
continuous improvement in its diagnostic capabili-
ties.

Based on the proposed structure, an additional
structure can be created, which includes the follow-
ing:

1) a subset of data specifically tailored for a
particular diagnosis or a set of diagnoses;

2) additional tables that enhance the conven-
ience of obtaining and processing specific data.

This overall database structure allows for effi-
cient data management and facilitates the retrieval
and processing of relevant information for analysis
and diagnosis purposes.

The prototype of the rule set R generation block
comprises several components (Fig. 5):

1. Acquisition of the parameter set: This com-
ponent involves obtaining the parameters required
for rule generation.

2. Algorithm constructor display: This compo-
nent presents the algorithm constructor, which in-
cludes a list of parameters and a set of blocks for
forming algorithm components. These components
encompass logical constructions, mathematical op-
erations, and comparison operations. Interacting
with each constructor component creates a text
fragment in the algorithm field.

3. Algorithm transformation into a program-
ming function: This component involves converting
the algorithm into a function written in a specific
programming language. This process includes creat-

Getting a list of
parameters

Algorithm constructor

Block of comparison

ing a header with a list of parameters used, an indi-
vidual identifier, and a designated period. Addition-
ally, a block is designed to initialize parameter val-
ues using methods from classes that access the data-
base. The algorithm logic is displayed as part of this
transformation process.

CASE STUDY: DIAGNOSTIC TOOL TO ASSESS
POST-TRAUMATIC STRESS DISORDER

The war in Ukraine has resulted in significant
losses for the nation and its people, creating many
challenges that must be addressed in the present and
post-war periods. One pressing issue is individuals'
psychological impact from living under constant
stress, threats to life, and experiencing loss. Conse-
guently, many people are affected by post-traumatic
stress disorder (PTSD), both identified cases and
those that remain undiagnosed.

In Ukraine, seeking help from psychotherapists
and psychoanalysts is not traditionally embraced.
Therefore, developing a diagnostic tool in a simple
and accessible format, allowing individuals to assess
their mental state, can prove invaluable. Such a tool
would provide a familiar and user-friendly means for
individuals to evaluate their psychological well-
being, helping to bridge the gap in seeking appropri-
ate support and assistance [21].

An internationally recognized questionnaire
[22] is utilized to gather and analyze data about the
individual's condition. This questionnaire, developed
by experts and extensively studied, has been chosen
for this purpose. The 18-question version of the
guestionnaire is employed, with each question re-
quiring a response on a Likert scale.

Converting the algerithm
to program code

Function header

Procedure .
block Math block operations
= List of parameters it | + L,,_...pz |

Function arguments: used parametars,

pl . /

if(p1 + p6==2) then
‘{,)f

L output{”)
[ }

else

{

<operator block=>

time period, individual

Variable initialization:
getting indicator values
based on data warehouse queries

1
1
| Implementation of the algorithm
1
1

[

_— e = = -

Fig. 5. Logical schema of the rule set R forming block
Source: compiled by the authors
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Additionally, rules for processing the answers
have been established and thoroughly studied. These
rules support two types of results. The first type is
binary and follows Boolean logic. Each response,
denoted as Qj, is labeled as True or False based on
the condition Qi>2. Disjunctions of the correspond-
ing question labels determine symptom labels, while
conjunctions of the relevant symptom labels provide
the labels for PTSD and Disturbances in Self-
Organization (DSO) diagnoses.

The second type of result is numerical and em-
ploys dimensional scoring. Scores are computed for
each symptom and aggregated in clusters to generate
PTSD and DSO scores. This dimensional scoring
approach provides a quantitative assessment of
symptom severity, enabling a more comprehensive
understanding of an individual's condition related to
PTSD and DSO.

Supplementary descriptive-type questions were
included in the questionnaire. These questions aimed
to investigate the relationships between the ques-
tionnaire's environmental factors and latent factors.

In this case, the data source is the individual,
and it is crucial to provide an interface that is famil-
iar and comfortable for answering the questionnaire.
To address this, a Telegram bot has been chosen as
the solution. This approach offers several ad-
vantages.

1. Anonymity and data protection: Using a
Telegram bot ensures the anonymity of participants
and safeguards their private data. Respondents can
trust that their responses and information will remain
confidential, which promotes open and honest an-
swers, especially when addressing sensitive topics.

forms
Hid
name
. Status

T A A
) form_id:id ) SN i

form_id:id

questions

text

form_proposition
. luser_id
+ 1 form_id
+ | proposition_dt

form_id
. status
Joid
AA

question_id:id question_id:id

buttons

. question_id
. name

. answer_id

.~ answer

user_id:id

answer_id:id

. question_id

2. Flexibility and accessibility: Telegram bots
provide a flexible and accessible survey platform.
Participants can complete the questionnaire conven-
iently, without schedule limitations or geographic
location. The bot is accessible through various de-
vices, including smartphones, tablets, and comput-
ers, making it convenient for many people to partici-
pate.

3. Ability to pause the survey: Telegram bots
allow participants to interrupt the survey anytime.
This feature is essential in studies involving traumat-
ic events or psychological symptoms where partici-
pants may feel uncomfortable or stressed. The op-
tion to pause the survey empowers participants to
control their involvement and protects them from
any potential negative emotional consequences.

4. Automated data collection and processing: A
Telegram bot enables data collection and processing
automation. Participant responses are directly rec-
orded and stored electronically, simplifying the
analysis and interpretation of results while reducing
the time spent on manual data entry.

By leveraging a Telegram bot, these benefits
contribute to a user-friendly and efficient data col-
lection process while prioritizing participant privacy
and convenience.

Questionnaire development activity is closely
connected with the development of database struc-
ture. Because we planned the questionnaire modifi-
cation based on the result of the research, we should
have provided flexibility in the data storage struc-
ture. Fig. 6 shows the actual database structure,
which was realized on the base of the general data-
base structure.

users
Jid
gender
birth_year
. registered
A A A

tser—id:id,

form_id:id) ~ user-id:id

answers

. user_id

.7 answer start_acts

. form_id act

. datetime . user_id
diagnosis

3id

A

detailed_answers

Fig. 6. Database structure for Telegram bot
Source: compiled by the authors
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During the design of the Telegram bot, various
correspondences were utilized to identify PTSD,
including the following:

— the table “Users” represents the result of the
de-normalization process involving tables “Individ-
ual”, “Feature," and “IndividualFeature”

— the table “Questions” uses data from the ta-
ble “Parameter”;

— the table “Buttons” uses data from the table
“PossibleValue”;

— the tables “Answers” and “Detail_answers”
enable the generation of data for the table “Meas-
urementindividual”.

Additionally, the following tables were added:

— the table “Forms” stores a list of bot forms;

— the table “Start_acts” is used to determine
user actions when reusing the bot.

The proposed database structure made it possi-
ble to reconfigure the questionnaire “on the fly” and
continue collecting data. For example, the fourth
supplementary question in the first version of the
questionnaire was phrased as “Do you hide during a
missile attack?” Then it was decided to change the
guestion's wording and offer five possible answers.

The implemented analytical system was used to
study the ITQ properties.

The study, conducted on a non-clinical sample
of 286 people aged 16 to 60, provided valuable re-
sults using the Telegram bot as an anonymous online
survey.

QN1

73.14

QN9 g9
78,31

ang 73.79

QN7

QN6

We examined the responses provided to the bot.
The findings demonstrated that the responses effec-
tively categorize the state of individuals, as depicted
in Fig. 7.

DISCUSSION AND CONCLUSIONS

In conclusion, the increasing occurrence of dis-
eases at younger ages and among diverse popula-
tions, coupled with new challenges posed by events
like the COVID-19 pandemic and ongoing conflicts
in regions like Ukraine, highlights the urgent need
for innovative healthcare solutions. Developing a
user-friendly application that utilizes health monitor-
ing devices and data analysis technologies presents a
potential solution to address these challenges.

The proposed information technology aims to
detect problematic health states by analyzing meas-
urements of various parameters. The comprehensive
literature review indicates that data analysis technol-
ogies, including machine learning, sentiment analy-
sis, and data mining, have shown promise in various
medical applications, such as early diagnosis, drug
development, and mental health monitoring.

Since information technology is a framework, it
is impossible to give specific measurements of these
characteristics. They depend on the specific imple-
mentation, particularly the choice of algorithms
used, software implementation tools and hardware
on which the information system is deployed.

Responses for high anxiety

- Responses for low anxiety

QN2
69.36

QN3
82.07

7311
QN4

QNS5

Fig. 7. Profiles of groups with and without post-traumatic stress disorder
Source: compiled by the authors
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The proposed information system, composed of
data source, data storage, diagnosis module, and data
sink components, provides a robust framework for
effectively implementing the information technology
in real-life scenarios. The database structure and the
prototype rule set generation block offer flexibility
and efficiency in managing data and generating di-
agnoses.

The case study on developing a diagnostic tool
to assess post-traumatic stress disorder (PTSD) us-
ing a Telegram bot showcases the practical applica-
tion of the proposed approach. By leveraging a Tel-
egram bot for data collection, the case study demon-
strates the benefits of anonymity, flexibility, acces-
sibility, and automated data processing in conduct-
ing surveys related to sensitive psychological issues.
The database structure's adaptability allows for the

reconfiguration of the questionnaire, enabling effi-
cient data collection and analysis.

Overall, the research provides insights into de-
veloping and implementing information technology
for digital illness detection, potentially improving
healthcare access, diagnosis, and monitoring for in-
dividuals and populations. However, it is essential to
note that this is a theoretical proposal. Practical im-
plementation would require thorough testing, valida-
tion, and consideration of ethical implications to en-
sure the accuracy, reliability, and privacy of the
healthcare data being processed.
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Yyepe3 HOro aHOHIMHICTB, THYYKICTh T2 MOXITHUBICTH aBTOMAaTH30BaHOTO 300py naHuX. CTpyKTypa 0a3u IaHWX po3poOiieHa TaKuM
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YHHOM, 100 NMPHUCTOCYBAaTHUCH A0 MOAU(DIKAIii ONUTYBaJIbHUKA Ta MPOJOBXKHUTU 30ip maHWX. BrpoBamkeHa aHaITHYHA CHCTEMa
e(ekTHBHO Kiacu(iKye CTaHH PECIOHACHTIB Ha OCHOBI IXHIX BiAmOBiAe#. B wigoMmy, HOCTIMKEHHS NEMOHCTPYE MOTEHIliaN
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