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The progress of contemporary biotech-
no logy-based production in the world 
is unprecedented. This happened due to 
the achievements in areas of molecular 
studies and modeling, discoveries in the 
field of pharmacology, studies of disease 
characteristics, achievements in the clinical 
aspect of health care and, on other hand, due 
to the intensive development of information 
technologies (IT) and computer technologies 
(CT), mainly on the basis of the databases (DB), 
which gave the opportunity to work with great 
volumes of obtained digitized results. The 
notion “information system” (IS) means any 
system, that is capable to receive, to process, 
to memorize, and to transmit the information 
according to classic definition [1, 2]. In our 
research, like other authors, we distinguished 
two types of information systems [1, 2]. So, 
“information system” may mean: 1 — living 
systems in nature, we suggest to call them 
“nIS” (natural information systems), and 2 — 
technical information systems, respectively 
“tIS” (technical information systems), 
namely this publication is dedicated to the 
observation of the latter ones. During the last 
decade the “hybrid” ISs have been developed 
also; they unite characteristics of nIS and 
tIS [1]. Present review about the elaboration 
of modern electronic information systems 
(ISs) on the basis of databases (DBs) for 

biotechnology (and biology in general), we 
have done after the analysis of more than 370 
modern sources (since 2000 year), as well as 
number of earlier works; in general, relevant 
publications have been reviewed over the past 
35–30 years. Below in this article the results 
were published of such author’s original 
works and analysis of IS use in biotechnology 
and linked biological and medical disciplines 
[1–37]. Some other authors’ works with the 
description of tISs for these spheres are in 
[38–68].

Below the results of our first classification 
of modern ISs for the facilitation of future 
ISs’ versions construction were suggested; 
and these ISs can be used in biotechnology. It 
should be noted that scientific and technical 
publications about novel tISs (technical 
information systems) often contain a number of 
deficiencies. Most of them announced only the 
development of any tIS and give it superficial 
characteristic which should announce a 
novelty. But they omitted numerous technical 
characteristics of the systems, the principles 
of their functioning, and etc.; all these 
complicate the analytical research. Despite 
of this, we have analyzed the experience of 
modern ISs constructing, which can be applied 
for successful works in biotechnology. Today 
all such tISs are network-based [1, 10, 11, 
22, 25, 41, 42, 48, 54, 60–62, 67, 69–94] 
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and linked with DBs [95–127]. Content for 
these databases was obtained usually from the 
results of biological and medical observations 
and experiments [4, 5, 10, 12–14, 17, 22–44, 
47–49, 61, 68, 71, 74, 78–81, 85, 86–88, 92, 
95–97, 106, 112, 117, 119–151]. 

Further each of the mentioned tISs we have 
characterized briefly. 

The first works on the development of 
tIS with databases for biotechnology, other 
biological and medical sciences. The importance 
of IT developments for all biological branches 
and, first of all, for biotechnology, has often 
been highlighted during contemporary 
international forums with the participation of 
biologists, managers and IT professionals. One 
of the first important forums — VLDB 2000 
Conference — had happened on June, 2000. 
VLDB 2000 was dedicated to the prediction 
of the ways of IT development for the biology 
and medicine; for the control of situation 
with biodiversity and ecosystems [1, 10]. 
It was noted that the study of biodiversity 
and ecosystems refers to those sciences 
that can (and must be) fully formalized and 
informative, despite the fact that the objects 
of their study are extremely complex. The 
new branch “Informatics in Biodiversity and 
Ecosystems” (BDEI — БRЕІ) was officially 
started at this meeting. It was emphasized 
that the diversity of living organisms in 
nature is an impressive feature of our reality. 
As a result of biodiversity existence, the 
people of the Earth were provided with clean 
air and water, food, homes, medicine, and 
etc. Finally, the biodiversity based on the 
existence of ecosystems gives billions dollars 
to national economies of different countries, 
either directly, through the agriculture, 
forestry, fishing, or as a result of protecting 
crops, pest control practices, soil restoration, 
carbon dioxide removal, nitrogen fixation, 
environment perfection. Obviously, this 
was one of the most important areas of vital 
importance; and it is important in terms of 
science, education, economics and government 
control. Therefore, the development of 
electronic ISs, which would enable to realize 
the scientific study of the nature at the modern 
level, educational work and rational economic 
development of nature with the support of 
governments, was one of the most important 
tasks of that time. It was emphasized that 
for 2000-th year humanity has not had yet 
sufficiently good IT/CT tools for the solution 
of such problems. Therefore, it was necessary 
to invent a new generation of such means, 
including means of satellite environmental 

control and computer processing of obtained 
biological information. At the same time it was 
necessary to solve the problem of matching 
and ordering into the linked DBs the entire 
volume of biological data of various natures, 
both obtained by digital and classical means 
during the centuries. This task was extremely 
complicated, since in electronic databases in 
ISs should be ordered  the latest digitized data 
at the level of molecular biology, genetics, 
biochemistry with its processes and reactions, 
as well as the data from field observations 
of species, observations of changes in the 
environment, data of classical taxonomy (and 
they should correlate with each other!) At 
the same time, these data should be in such 
form, that they can be processed, analyzed and 
compared jointly. One such IT/CT tool for this 
period was called the “Super Blue Gene”, it 
was the supercomputer which IBM started to 
develop on 2000 for the analysis of thousands 
of protein molecules composition of various 
species living on the Earth.

Classification of information systems with 
databases for biology and medicine. Primary 
there were no specific information systems 
developed specifically for biotechnology — 
it was economically unjustified. The first 
developed tISs were accepted from both 
spheres, either medicine or biology, for all 
the works in biotechnology. Later some of 
such tISs were modernized and adapted for 
biotechnological tasks. Therefore, below we 
offer the classification of tISs developed for 
medicine and biology that became the resource 
of the data and procedures for biotechnological 
works. Let’s observe the examples of various 
modern ISs with DBs in biology and medicine, 
information about which was published since 
2000. Despite the diversity of such systems 
(and, accordingly, despite the diversity of 
publications), it was possible to distinguish 
certain well-defined types of ISs among them. 
It should be noted that such classification 
in the finished form in the scientific and 
technical literature until 2008 did not exist; it 
is original and the author made it on the basis 
of materials of about 166 publications.

Presence of large variety of tISs’ versions 
in modern medicine was due to a good funding 
of the works related to medicine and health 
protection in the world. Thus, among the ISs 
with DBs for medicine one can distinguish (Fig. 
1): medical ISs of general purposes, expert 
systems, electronic systems for working with 
images, electronic systems for working with 
medical documents, systems for scientific 
purposes, library medical systems, electronic 
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educational systems in medicine, electronic 
medical databases.

To the first positions in this list we placed 
the systems, information about which was 
published in the most numerical contemporary 
scientific and technical sources. For example, 
the group “Medical ISs of general purposes” 
included large and complex medical ISs 
developed for hospitals, medical research 
centers, etc. They united large numbers of 
sectors, DBs, electronic libraries and other 
services, sometimes complex networks with 
information defense and etc. The developers 
payed great attention to them, respectively, 
because of health care and health protection 
purposes. Such ISs were of the greatest 
demand of users, often embodied in practice 
in modern hospitals, laboratories and etc. So, 
these ISs felt into our section “Medical ISs of 
general purpose”. This can be explained by 
the practical needs of clinical medicine, which 
requires the most of such versions. 

When viewed the list of ISs classification 
from the top to the end, the number of 
publications corresponding to one specified 
type of the system decreases, and in the section 
“Electronic medical databases”  felt to the 
lowest number of publications. This does not 
mean that electronic medical DBs were not 
important in medical practice. Such pattern 
could also be explained by the fact that the 
procedure for creating of such databases is 
standard, described in university textbooks, 
and perhaps the developers of such DBs did 
not see them as novelty, required for scientific 
publications.

Describing the classification of electronic 
ISs in biological sciences, it was necessary to 
tell that such ISs types can also be successfully 
applied in biotechnology. Placing these ISs 
types in hierarchy (Fig. 2), we followed the 
same principle as above: the more publications 
contain modern scientific and technical sources 
about this type of systems; respectively, the 
higher its name was in our list. Similar types 
of systems in biology and medicine we marked 
with the same hatch (for example, “Electronic 
systems for working with images”  are marked 
by a square hatch for all branches; Fig. 1, 2). 
Regarding to the classification of ISs in 
biology, most of them were scientific ISs 
with DBs according to their purposes and the 
developers paid the main attention to them. 
Such situation looked like similar to “Medical 
ISs of general purpose”  from Fig. 1. At the same 
time, such scientific systems in biology also 
performed educational functions, so, they are 
(and may be called) “Educational ISs”. Further, 
according to the attention of developers, and 
consequently, according to the number of 
developed systems were electronic libraries in 
biology and biological databases. There were 
relatively not numerical publications about 
the systems designed for the work with images. 
Abovementioned could not be applied to 
systems for the work with images in anatomy, 
cytology — such systems were numerous, 
quite thoroughly developed, because they 
support some medical operations (for example, 
surgeons) and computer diagnostics are based 
on them also. But in our classification, they 
were at the third position from the top in the 

Fig. 1. Information systems with databases for medicine that could be applied in biotechnology [1]



8

BIOTECHNOLOGIA  ACTA, V. 11, No 2, 2018

classification of ISs for medicine, because they 
are necessary for the needs of this sphere; so, 
they were first developed and applied with 
equal intensity in medicine and in biology. 
Computer expert biological systems were the 
most close to the biotechnological practice, for 
example, for the estimation of pests’ presence 
on fields, for bee diseases identification, and 
etc. Thus, the classification of ISs for biology 
could be presented as: scientific ISs with 
DBs (also performing educational function), 
electronic library systems in biology, electronic 
databases in biology, electronic systems for the 
work with images, expert systems in biology 
(including ones for solution of scientific 
problems in biotechnology) (Fig. 2).

Information systems with databases in 
biotechnology and some related biological 
sciences. Let’s observe the examples of ISs with 
databases in the fields of biology, such as: 1 — 
biotechnology, and namely, those areas where 
data were used to study the genome, molecular 
biology and pathophysiology, 2 — related 
branches of biology, in which biotechnological 
works are also represented: biodiversity, 
ecology, adaptive biology. Our attention to the 
designed electronic ISs in these spheres was 
due to the fact that the author has her own 
researches in them during long years.

Technical information systems (tISs) in 
biotechnology, molecular biology, patho phy-
sio logy, genome studies. Some time ago, the 
achievements in these areas of biology were 
limited by enough low level of individual 
genes and biological molecules studies, but 
accelerated development of computer and 
ISs for biotechnology made it possible to 
solve such important tasks as, for example, 
computer scans of thousands samples per day, 
high-resolution detection systems (thousands 

of data points, for example) and the creation 
of appropriate electronic ISs. In the United 
States, the National Center for Biotechnology 
Information (NCBI) has a collection of data-
bases with genetic sequencing data, decoded 
protein structures, and other biologic infor ma-
tion that are updated constantly, and expan-
ding exponentially.

NCBI published the 146th issue of GenBank, 
this is a publication on the gene sequences 
database, which contains an information on 42, 
734, 478 gene sequences (February 15, 2005). 
Before there the results of the full decoding 
of human genome were published (February, 
2001). These events had demonstrated two the 
most prominent achievements in these areas 
over the previous 10 years. An outstanding 
feature was that a large set of biological data 
has been constantly and completely digitized 
and recorded into the memory of computer 
domains of electronic ISs for the first time in 
the world scientific practice, which became 
an influential factor of the progress in this 
field. Today, in addition to human genome, 
there was continuous work on decoding the 
genomes of many other living organisms, 
such as mammals, agricultural, viral and 
bacterial organisms, which gives humanity 
fundamental knowledge about the information 
basis of living systems. Another fundamental 
discovery of modern biotechnology had become 
the “high-capacity”  scan of genome, in which 
the integrativity (polymorphism of a separate 
nucleotide) and the activity (gene expression 
profiling) for each gene in the same genome 
can be recorded from the same sample.

This was done by using a technology of 
DNA milieu platform that can detect tens of 
thousands of genes, using a small functional 
system like a post stamp, with data immediately 

Fig. 2. Biological information systems with databases that could be applied in biotechnology [1]
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recorded into computer’s memory. Information 
coming from the laboratories working with 
DNA milieu platforms contained thousands of 
gene-specific measurements per day. So, the 
general result of the work with the use of such 
revolutionary technologies also depended on 
the level of used integrated ISs for the analysis 
and recording of the data, as well as from 
the computer system for this gene-specific 
detection (hybridization). 

In the United States, the Food and Drug 
Administration (FDA) has published guidelines 
for the development of biotechnological 
methods, including such as DNA milieu 
technology platforms, for their use in genetic 
prognostication and diagnosis of humans; there 
were indicated that such methods actually 
initiated a revolution in medicine, which 
became “more personalized”  with their use.

Progress in biochemistry and genome 
studies faced new challenges, stimulated the 
development of other branches of science, 
interdisciplinary research. For example, in [1, 
100] it was demonstrated that as a result of 
the necessity of processing of a huge amounts 
of experimental data obtained using modern 
automated experiments in biochemistry, 
molecular biology, there was a need to create a 
new set of computer methods and optimization 
techniques. The peculiarity of such situation 
was that many of the important problems 
arising from the researches in computer 
biochemistry and gene analysis could be 
formulated in terms of certain combinatorial 
optimization problems in specially constructed 
graphs. The authors of the article developed 
such approaches and offered them to solve 
new biological problems. The methods used 
in bioinformatics have been called “the use 
of mathematical, statistical and computer 
tools for analyzing of biological data”.  These 
were sorting of sequences, phylogenetic 
trees, predictions of structures, and various 
modeling methods. Later the recognition was 
added to this set. Speaking about the main 
fields of application of computer methods 
in modern gene and molecular biology, ones 
told about the study of DNA chains sequences 
formation, collection of these chains, mapping 
of genomes, comparison of sequences and 
analysis of phylogenetic relationships.

The natural extension of IT/CT application 
in the study of genome and molecular biology 
phenomena became the field of study and 
correction of metabolic disorders with IT use 
[1, 101, 102, 107]. The study of metabolic 
disorders was focused on the research of 
metabolic mechanisms, the search for effective 

treatment methods, and improvement of 
clinical diagnosis during the XX century. 
The successes that have been achieved in 
deciphering of gene sequences and associated 
metabolic data, the success in the development 
of ISs based on the databases of genome and 
molecular biology research results, elaboration 
of database on protein and other biomolecules 
important in terms of metabolism, allowed ones 
to transfer some of the developed computer 
methods to the field of study of metabolism 
and its disorders. In this article the analytical 
strategies for bioinformatics were used to 
process current data both at genome level and 
at level of metabolism, and then the results 
were combined to explain certain metabolic 
disorders. For the analysis of biomedical 
data in disorders the PathAligner Internet 
Information System was used, and the results 
were shown on example of urea cycle disorders.

The “Petri net” model was designed to 
assess the regulation both at the gene level 
and at the metabolic level. To explain the 
regulation of the urea cycle, the transcription 
factors and signaling pathways were also 
analyzed. It is known that gene/metabolic 
defects often cause metabolic blockade and 
lead to the metabolic disorders. In accordance 
with the current state of development of 
methods and concepts of bioinformatics for 
the analysis of metabolic disorders, it was 
necessary to understand first the ways of 
reactions that are effected by encoded gene 
information (directly or indirectly) and to 
find out how the modification of the reaction 
phases and the depletion of metabolites 
reserves affect the overall response of the 
system of reactions. For the solution of 
these problems the methods of biomedical 
information search and system modeling were 
used. The PathAligner Web-based system was 
used to allow users to navigate easily in genetic 
and metabolic related information. The “Petri 
net” methodology was used to create a model of 
biomedical system. For example, in the system 
of urea cycle modeling, a huge volumes of the 
data from different databases were used; as 
a result of which the authors described the 
metabolic paths and mechanisms, regulatory 
schemes, and etc. Subsequently, the authors 
wanted to extend these methods to the study 
of rheumatoid arthritis and other diseases. 
The design and analysis of signal network 
allowed the authors to verify the integrity of 
the data set. The “base network”  constructed 
by the authors was useful for the next 
simulation, forecasting and comparison 
of various cellular systems. The obtained 
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graphical results and the results of dynamic 
modeling made it possible to understand 
intuitively the logic of cellular metabolism. 
Thus, the applied methods of bioinformatics 
could be considered as non-invasive methods 
for studying of the functions of genetic and 
metabolic systems.

The authors of [102] believed that on 
the basis of their developed methods of 
bioinformatics, the method for integrating of 
the data and procedures for the modeling of 
“Petri net” will be following: 1 — to integrate 
biological and biomedical data; 2 — to create 
functional structure models; 3 — to predict 
genetic predisposition to pathologies, disease 
detection, improved diagnosis, development of 
new drugs, toxicology; 4 — to use alternative, 
compensatory metabolic paths instead of 
damaged, and etc. As a result, the scientists 
would be able to use such system analysis, for 
example, to prevent metabolic disorders and 
comprehensive testing of drugs before their 
traditional laboratory testing. The authors 
considered that their main achievement is 
to integrate various levels of metabolic data 
using the existing methods of bioinformatics 
and computer-based methods on the basis 
of the databases. They believed that the use 
of IT/CT can simulate a general scenario of 

how biomedical systems work, which clinical 
manifestations can have changes in genes 
and, consequently, the false changes in the 
paths of chemical reactions (which follow gene 
changes); so, what measures are necessary for 
the prevention of various human pathologies, 
including oncopathology [110, 111]. Examples 
of such works using the newly created tISs 
could be illustrated by Figures 3, 4. Thus, 
in [110] (Fig. 3), as a result of processing of 
experimental data from elaborated databases 
in the corresponding tIS, the authors had 
found “clusters enriched for genes involved 
in both cell cycle regulation and cell division, 
which is biologically reasonable in a cancer 
orientated dataset”. Than they have evaluated 
their method on both synthetic and gene 
expression analysis problems.

 In other publication [111] (Fig. 4) using 
the tIS with linked databases with the obtained 
experimental data, and as a result of automatic 
processing of these data, the authors wrote 
that their results provide a novel molecular 
stratification of the breast cancer population, 
derived from the impact of somatic copy 
number aberrations on the transcriptome.

Information systems developed in other 
spheres of biology, data from which were used 
in biotechnology: biodiversity, ecology, zoology 

Fig. 3. Clustering of covariance structure (explanations see in text) [110]
Above: The gene expression matrix. LI,j: expression level of gene I in probe j. 
Below.  Left: k-means using correlation distance. Middle: agglomerating of hierarchical clustering using 

average linkage and correlation distance. Right: DPVC MCMC
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[113, 114, 117, 120–122, 134–136, 139–141, 
146, 147]. In this chapter let’s review the 
experience of elaboration of ISs based on the 
databases about insects and some other living 
organisms. The development of such tISs 
started in the late 1990-th [112]. These systems 
were named EuroLOOP and BioNET [112].  
EuroLOOP was suggested as database about 
the insects and some other living organisms 
in Europe. BioNET was developed as similar 
database system but of a larger scale which, 
in addition to the databases about European 
organisms, included collections and data analysis 
from organisms in some African countries. 
Later BioNET became a well-known global 
system. In these two systems developers have 
acquired the first experience in construction of 
informational biological systems, taking into 
account the specifics of biological objects and 
data. This experience has been used further by 
ISs’ developers in other countries.

Later and more perfect examples of 
development and use of electronic databases 
in Internet with a purely academic purpose 
were following two projects [113, 114]. 
The “Tree of Life” Web project [114] was 
a good electronic resource for finding of 
information, relevant links and hyperlinks 
on animal and plant diversity (http://tolweb.
org). This project satisfied the needs of one 
who interested in information about the 
certain groups of organisms. The project was 
started in early 1980-th by David Maddison 
and later it was supported by scholars and 
amateurs throughout the world. The site was 

structured in the form of a tree with roots, 
branches and leaves. So-called page-branches 
were branched off, reflecting the fact that 
some groups of organisms can be further 
subdivided into subgroups due to the certain 
differences in their genotypes. Unlike such 
groups, phylogenetic groups that formed 
leaves (and, respectively, in ISs, leaves-pages) 
corresponding to the terminal groups that are 
not subdivided into subgroups in nature [114].

If one could go to any page (“branch”  or 
“leaf” ), one can find a brief overview of the 
most important characteristics of a certain 
group of organisms. In addition, one can 
access a collection of relevant scientific 
articles, other accessible Web-resources, notes 
and comments with additional information 
and so-called “Treehouses”  [114], which were 
designed for the children as a teaching Web-
resource. For the most pages the pictures of 
described organisms — colored illustrations 
there were presented also.

If the previous databases about the insects 
were first developed for the Euro-African 
region, the following two electronic DBs about 
insect pathogens were visualized in Internet 
on 1996 [87]. They were developed in the 
United States and Japan, and they are updated 
by the material mainly from these regions. 
For example, in the United States there were 
already many databases about the different 
groups of living organisms of this country, 
such as ANIMAL INFO — Animal Bytes; this 
was a site for various organisms of animal 
world, from worms to mammals.

Fig. 4. Trans-acting aberration hotspots modulate concerted molecular pathways 
(explanations see in text) [111]
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Later the development of IS with living 
organisms databases started in India, where 
a technically more complex BODHI system 
[117] with biodiversity data was elaborated 
(Fig. 5). The works were conducted under the 
supervision of Biotechnology Department 
of the Ministry of Science and Technology 
with the support of India Government [117]. 
In electronic databases of this system there 
should be accumulated the plant world 
information. The BODHI authors considered as 
it unique characteristic the possibility to store 
different types of the data at different levels: 
from molecular level to organism level. These 
data also included taxonomic characteristics, 
geographic distribution, genetic sequences, 
and others. For the work with these data some 
specific indexing strategies were developed 
and used to enable these data access. A special 
processor was designed to optimize the 
execution of queries. The BODHI system was an 
integrative database system, it was an object-
oriented system in which complex objects form 
a subordinate hierarchy and sequences that are 
similar with biodiversity domain in nature.

BODHI was considered to be the first system 
of nature in which such integrative approach 
and data aggregation are implemented at 
different levels of hierarchy systems [117]. 
The system was based on licensed and accessible 

software and it is provided free of charge. It 
was implemented on the basis of PC Pentium-
III with the operating system Linux. Access 
to the data in database was carried out on the 
basis of the structures described in technical 
literature. For example, the Path-Dictionary 
and Multi-key Type can accelerate the access 
in inheritance and aggregation hierarchies, 
while R* -tree and Hilbert R-tree were used 
to control spatial queries. BODHI server was 
compliant with ODMG, it supports OQL/ODL 
queries, and data modeling interface. In order 
to permit biologists intuitively easier to work 
with this system, BODHI also supported access 
through a Web client-server model, where 
the client generated its requests through the 
HTTP protocol and CGI-bin scripts, and results 
are displayed using the browser interface. And 
finally, the server was “XML-friendly” , the 
object-results are displayed in XML format, 
which allows their visualization (Fig. 5) [117].

Developers created BODHI not only as 
database system by itselves, it plays a more 
important role. It is also a central repository 
that provides users with a common platform 
for information exchange, decision making, 
packet visualization, and etc. The role of 
BODHI developers is similar to the role played 
by the Management Information Base (MIB) 
system in the management of networks in 
telecommunications.

Information systems with databases about 
biological objects developed for the global 
networks. Contemporary electronic databases 
with access to the Internet with information 
about living organisms were the tISs, designed 
during the last 25 years. They were designed 
either for academic purposes — to maximize 
the accumulation of information on groups of 
living organisms, or for the needs of economy, 
in particular, for conducting of ecological 
monitoring, including monitoring of polluted 
environments. Today all such tISs are network-
based and linked with databases [1, 10, 11, 25, 
41, 42, 60–62, 67, 69–71, 90–94, 96–113, 
116, 119–126, 133–140, 143–146].

Let’s observe several tISs, in which the 
numerous electronic collections (they are 
ordered into the databases about the biological 
organisms) were connected into the one 
network, uniting segments in different world 
regions. A number of databases united into 
such a system should contain information on 
the types of bioorganisms, their variability, 
biodiversity, which during monitoring are able 
to reflect the effect of environmentally harmful 
influences on these bioorganisms [1, 12, 17, 22, 
25, 29, 98–100, 108, 117]. Data from already 

Fig. 5. Scheme of BODHI system architecture 
(Bedathur) [117]
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developed networks with electronic databases 
demonstrate the high variability of taxonomic 
groups on a global scale (for example, informa-
tion from the Global Biodiversity Information 
Facility), the variability of taxonomic groups 
in different regions of the Earth (for example, 
the European Natural History Specimen 
Information Network) and the variability 
of areas of the specific taxonomic groups 
distribu tion on a planet scale (for example, 
the Mammal Networked Information 
System — MANIS) [113]. In frameworks of 
these projects, the data ordered in disparate 
electronic databases developed by implementing 
institutions were linked over the Internet using 
modern network technologies. In such a way 
the data of separate and previously disparate 
electronic collections were actually merged into 
a single, large-scale centralized collection. So, 
the user could, in response to one request to 
receive an information simultaneously from all 
collections of institutions participated in these 
projects. These networks contained information 
about 20–40% of species (approximately 60 
million electronic records) up to 2008 [113]. 
Consequently, since the basic information about 
numerous species had already been ordered in 
the electronic database, it was necessary to do 
the further steps — the addition to biological 
data the relevant geographic information, 
standardization, detection of errors and the 
completion of already developed databases 
with information about the new species from 
databases of other networks. The authors 
considered that fulfillment of these tasks in the 
context of already developed IS would greatly 
improve the quality of all ISs in general. Thus, 
during the creation of the MANIS database, the 
electronic records from geographic databases 
were recorded into it, for example, with the 
information about latitude and longitude, and 
in process of geographic location determining 
an error was estimated [113].

Standardization of taxonomic informa-
tion — the presentation of generally accepted 
non-conflicting names of species — is another 
difficulty, if to take into account that 
information about these species is distributed 
(and comes to the user) from/to geographically 
remote compartments of the global network, 
and such information may differ in databases 
created in different regions of the world. 
The work on the collecting and recording of 
taxonomically correct information about 
different species is of priority task, since the 
practical value of the whole project depends on 
the validity of such information. Consequently, 
a lot of efforts would be necessary for taxonomic 

electronic information correction on a global 
scale, taking into account also the fact that 
taxonomy studies are constantly ongoing 
worldwide, and therefore, such information 
in electronic databases should be constantly 
updated and standardized [1, 113].

The similarity of collection contents and 
observational data in such databases, including 
Darwin Core (http://speciesanalyst.net/docs/
dwc/) and the group that solve the task of access 
to biological data collections (Task Group on 
Access to Biological Collection Data-ABCD; 
http://www.bgbm.org/TDWG/ CODATA/
Schema/default.htm) [1, 113] allowed ones to 
search for ordered information and to get it 
from different data sets. In the framework of 
some projects, standardization of taxonomic 
information, which has been distributed in 
networks, has already been carried out. Such 
projects included the Integrated Taxonomic 
Information System (http://www.itis.usda.
gov/), Species2000 (http://www.sp2000.
org/) and the Electronic Directory of Names 
of Famous Organisms (Electronic Catalog 
of Names of Known Organisms — ECAT; 
http://www.gbif.org/prog/ecat/prog). The 
databases for these projects were developed 
in close cooperation between taxonomists 
and researchers in other fields that provided 
their data. For data transmission through the 
Internet within these projects, freely available 
software was developed by Distributed Generic 
Information Retrieval (DiGIR; http://digir.
sourceforge.net/) for the Darwin Core project 
and BioCASE Data Transfer Protocol (http: //
www.biocase.org/) for the ABCD project. These 
client-server protocols provided a single source 
of access to the data received from the few data 
sources [1].

Information systems with databases, which 
combine characteristics of both medical and 
biological ones. In many recent publications 
it has been demonstrated that development 
of ISs with databases in medicine and biology 
is gradually reducing the distance between 
biological sciences and medicine [1, 120, 132]. 
This happened due to number of reasons, but 
mainly because of the fact that many stored 
data can be used both in clinical practice 
and in biological research [1]. Besides of 
this, such branch as biotechnology occupied 
intermediately positions between these 
sciences by themselves. Thus, the library 
system BioMedNet, which contains abstracts 
of well-known biological and medical journals, 
is used by biotechnologists, physicians and 
biologists as well. The same one can say 
about the library system Academic Press and 
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Springer, which contain a large number of 
full-text journals, necessary for biologists and 
doctors both. To the database with information 
about proteins and decoded gene sequences 
apply many professionals — biotechnologists, 
doctors, specialists from many other biological 
specialties. In article [120] it was noted that this 
situation led to the introduction in the United 
States, primarily at Columbia University, of 
new courses in the educational process, which 
combine biological and medical informatics. 
After the analysis of the state of the problem, 
the course “Theory and Methods of Biomedical 
Informatics” was developed there and 
approved for studying. A similar course was 
also studied in the Stanford University. The 
article [132] outlined the latest for these years’ 
methodologies for the development of ISs with 
databases. These methodologies were based on 
ontological principles, the developments of ISs 
with “mixed” information were used widely; 
and they combined both the databases with 
gene information and clinical databases. New 
ontological methods for development of such 
ISs were needed to facilitate the information 
search, access to it, and obtain it from the 
remote Internet resources. One of the areas 
of application of new ISs developments are 
biotechnology and biomedicine. These spheres, 
on expert opinions, would lead soon to new 
scientific achievements and would accelerate 
the works on the program “Human Genome 
Project”. The development of such newest ISs 
in biotechnology and biomedicine were being 
conducted by European Commission programs, 
for example, the INFOGENMED project [1].

Types of information systems that occupied 
intermediately positions between biology and 
medicine. As an example of such systems we 
can observe a neurophysiology; moreover, 
many professionals in biotechnology are 
interested in the data obtained in this 
sphere. Neurophysiology as a branch is at 

the “intersection” between medical and 
biological sciences. So, some peculiarities of 
ISs’ classification there were similar to both 
biology and medicine (let’s compare figures 1, 
2, 6) [1]. Sure, it did not have “Medical ISs of 
general purpose”  group because there is not 
need in their development — such tasks are 
important for medical practice only. However, 
the neurophysiology deals with the solution 
of purely scientific problems, so developed 
electronic systems here have to facilitate their 
solution. There are also the need to develop 
own large databases and electronic library 
systems to store numerous experimental 
neurophysiological results and data from 
literary sources. So, in the classification list for 
neurophysiology, some items would coincide 
with the list for medical ISs, and some — 
with biological ISs. As a result, the general 
classification for the field of neurophysiology 
acquired the following form (Fig. 6): expert 
systems in neurophysiology (including 
ones for the solution of scientific problems), 
electronic systems for the work with images, 
electronic library systems in neurophysiology, 
and electronic databases in neurophysiology [1].

We could forecast that classification 
list of ISs types for biotechnology will 
demonstrate similar regularities as ones for 
neurophysiology, because this sphere is also at 
“intersection” between biology and medicine; 
but final correct conclusions we will be able to 
make after the upcoming additional studies. 

Thus, at the current level of development 
of computer technologies in the medical and 
biological practice both older ISs according 
to time of their development, as well as more 
recent ideas, methods, technologies and 
developments coexist successfully [1]. Their 
role and the attention given to their application 
are determined by practical activity. The 
reasons of the fast development of ISs with 
databases in these spheres are the burst-like 

Fig. 6. Information systems with databases in neurophysiology [1]
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increase in the amount of input data, which 
requires the appropriate development of 
database management systems and ISs.

Medical ISs obtain better funding then 
biological ones usually, the period of their 
intensive development was during the last 
22–25 years. Consequently, medical ISs 
demonstrate the greater number of varieties in 
comparison with biological ones [1]. The first 
biological ISs were developed on 1980–1990-th, 
but the period of their intensive development 
was the last 15–16 years. Among the biological 
ISs, the first ones are those related to industry 
(biotechnology), medicine (for physiology, 
brain biology, etc.) and business (database 
with information on biological medicinal 
products, sales sites, and etc.) With regard 
to such biological ISs, which contain purely 
academic information, the classification of 
living organisms, taxonomy data and etc., their 
examples are not numerical today in comparison 
with medical ones [1], and their constructing is 
waiting for their developers still.

Comparing two classifications of modern 
electronic information systems — in medicine 
and biology, we can make some conclusions 
(Fig. 1, 2), basing on publications [1–132].

1. The medical ISs were characterized by the 
greatest variety and necessity for the practice.

2. Electronic ISs in biology were characterized 
by the greater proximity to scientific research.

3. Examining the numerous works on the 
development of various ISs in medicine and 
biology, we saw that developers are focused 
on the development of: 1) medical ISs of 
general purpose; 2) electronic library systems; 
3) electronic systems for working with 
documents; 4) expert systems.

4. In parallel with these types of systems, 
the following types of ISs were presented in the 
publications of world scientific and technical 
literature: 1) electronic systems for working 
with images; 2) systems for scientific purposes; 
3) electronic teaching systems, and etc.

The latter conclusion reflects the fact 
that the procedure of electronic teaching 
systems constructing is well developed and 
does not require special publications, then the 
elaboration of electronic systems for the work 
with images and systems for scientific purposes 
solves often the unique priority tasks, which 
also results less number of publications with 
the description of such systems. As example of 
biological ISs the BODHI system we observed 
more attentively. It was an integrative 
database system, an object-oriented system 
in which complex objects form a subordinate 
hierarchy and sequences that are similar with 
biodiversity domains in nature [117]. 

So, in present publication we generalized 
and analyzed the experience of electronic 
information systems with databases use; 
and such systems may be used for tasks 
solution in biotechnology. We examined 
ISs from numerical scientific and technical 
publications, suitable for the solutions of 
different tasks in biotechnology. Then we 
classified such systems, which traditionally 
refer to both biological and medical sciences. 
Further we observed different examples of 
such information systems, as well as systems 
that have characteristics both medical and 
biological in order to facilitate the invention 
of future more advanced electronic 
information systems for biotechnological 
purposes. 
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Метою роботи було узагальнити  та проана-
лізувати використання електронних інформа-
ційних систем у біотехнології для створення 
нових версій цих систем. Опрацьовано публі-
кації стосовно систем різних типів, придатних 
для вирішення проблем у біотехнології. Подіб-
ні системи, які традиційно належать до біології 
і медицини, було класифіковано. Розглянуто 
перспективи їх застосування  для розроблення 
в подальшому більш досконалих електронних 
систем.   

Ключові слова: біоінформатика, електронні 
інформаційні системи, бази даних. 
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Целью работы было обобщить  и проанали-

зировать использование электронных инфор-
мационных систем в  биотехнологии для  соз-
дания новых версий этих систем. Изучены пуб-
ликации относительно систем разных типов 
для решения проблем в биотехнологии. Подоб-
ные системы, которые традиционно относятся 
к биологии и медицине, были классифицирова-
ны. Рассмотрены перспективы их применения 
для разработки в дальнейшем более совершен-
ных электронных спстем. 

Ключевые слова: биоинформатика, электрон-
ные информационные системы, базы данных.




