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Abstract—The article deals with the problem of driver behavior while driving the vehicle. Driver
distraction can lead to serious accidents that threaten human life and public property around
the world. Solving the problem of preventing dangerous driving behavior will reduce the risk of
getting into an accident in the future. Thus, there is a need for a smart vehicle that will support
driver behavior recognition functionality. A possible solution to the problem using an artificial
neural network for automatic recognition of driver behavior on a real set of driver behavior
data is considered. The high accuracy and efficiency of the developed model recognition is

obtained.

Index Terms—Driving behavior; artificial neural network; vehicle; safety index.

I. INTRODUCTION

Behavior and emotion recognition are important
areas of human activity analysis that have attracted
much attention from researchers in the field of
pattern recognition and human behavior based on
video or still images. In video-based behavior
recognition, a sequence of images is used as input
data and information about inter-frame motion is
combined for feature classification [3]. Today, a
large number of solutions to this problem are related
to the processing of still images [6].

This problem can be solved by various traditional
classification methods, such as linear SVM (Support
Vector Machine), Softmax, naive Bayes, decision
tree, Hidden Markov Model (HMM), Gaussian
Mixture Model (GMM), random forest (RF), K-
Nearest Neighbor (KNN) etc. These traditional
methods are popular in building driving behavior
models, there are some limitations such as using of
expert experience to extract artificial features, the
inability to take into account the time sequence and
correlation in driving, the instability problem of
higher dimensions such as large noise data, and
limitation the structure of the model. This may cause
the driving behavior recognition performance to be
uneven and low in accuracy [2].

Recognition of driver behavior can be considered
as a special case of human behavior recognition in
general. However, there are some differences
between recognizing human behavior in real life and
driving. Recognition of driver behavior includes
aspects [8]:

e all images are captured by a camera installed
in the car. Thus, the stationary background does not
allow providing global and semantic cues for
behavior classification;

o the difference between driving styles
manifests itself in small details, such as the steering
wheel, hands, face, seat position.

II. PROBLEM STATEMENT

Road safety is a serious and relevant problem all
over the world. The number of vehicles is growing
rapidly, so this topic is becoming more and more
important. Many road accidents are caused by the
human factor, which naturally brings the problem of
objectively assessing driver behavior during an
accident investigation to the forefront.

Typical unsafe actions while driving, such as
eating, using the phone, etc., can lead to serious
consequences. Therefore, there is a need to develop
intelligent functionality in the vehicle that will help
recognize dangerous driving behavior. Such a real-
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time monitoring system will be able to provide
accurate information on whether the driver's actions
are authorized and, if necessary, give warning
signals promptly.

Considering that the input data for such a
monitoring system is the recognition of human
driving behavior, which is the basis for drawing a
conclusion about the safety situation, it is proposed
to solve this problem wusing artificial neural
networks. Artificial neural networks are the simplest
simulation of the human brain and the building
blocks are neurons. Multi-layered artificial neural
networks also have neurons arranged in a similar
way to the human brain [5].

III. PROBLEM SOLUTION

In order to solve this problem, a field experiment
was conducted on the basis of the state farm
distracted driver detection dataset to capture typical
behaviors of drivers with little experience in driving
vehicles. From the array of data obtained, experts
selected 10 basic typical images, which were
subsequently used to analyze and build an expert
system based on an artificial neural network.

The dataset contains 22424 images which are
divided into 10 classes (9 classes for different types
of distraction driving activities and 1 class for safe
driving) [1], each image size is 640x480 pixels
(Fig. 1).

Before the image was fed into the classifier, each
image was pre-processed. This step was performed
to facilitate image processing by the neural network
and further training on these images.

First, each image 1is converted into a
multidimensional matrix 640x480x3, which is based
on RGB values for each pixel, after which the matrix
size changes to 64x64x3 to improve the efficiency
of classifier calculations. At the end, the matrix is
compacted to a vector that has a dimension of 12288
(Fig. 2). Each vector is assigned a numerical
marking in the range from 0 to 9, depending on the
class to which it belongs.

The data for training the system were divided
into training and training sets in the proportion of
(80%20)% respectively. Thus, the final training
vector contains 17939 images and the validation
vector contains 4485.

Fig. 2. Examples of images of driver behavior: a) safe driving, b) texting (right), c¢) talking on the phone (right), d)
texting (left), e) talking on the phone (left), f) operating the radio, g) drinking, g) reaching behind, i) hair or makeup, j)
talking to passenger
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The problem of image recognition and
classification was solved on the basis of the
constructed two-layer neural network. For this
network [4]:

f(x;@)z%Zc*(x;Oi), (1)

where N is the number of hidden units (neurons);
o.:09x0” >0, is the activation function;
6, ell P are parameters, which together are denoted
as 0=(6,,..,0,).

In practice usually 6, =(a,,b,w,),where a, is
the weight of unit i; b, is the offset; w, e[ is a
vector of weighting coefficients, as well as

G*(x;ei)zaic(<wi,x>+bi), 2)

for some o:[0 — . Inthiscase D=d +2.
Experimentally, the value of N =100 was chosen
for the research problem.

o(x) = maxmax (x,0), 3)

o(x)= = 4)
€
where K is the number of behavior classes.

To solve this problem, we used the standard
architecture of a two-layer neural network with
activation functions for the hidden layer ReLU (3),
and for the output layer softmax activation function (4).

The modeling of the system for monitoring and
recognizing human behavior while driving was
carried out in the PyCharm Community environment
using an AMD Ryzen 7 5700U processor with
Radeon Graphics.

As a result, the desired image classification is
obtained according to each of the types of driving
behavior provided by the system.

During the experiments, the two-layer neural
network model showed an accuracy of 92.2%. For a
more detailed analysis, it is advisable to analyze the
accuracy for each class of driving behavior. The
accuracy of the model for each of the classes is
shown in Table I.

Driver behavior is one of many key factors that
must be considered to improve road safety. The
main difficulty in determining behavior was the lack
of a single standard method for modeling it. The
driver safety index (SI) was used to recognize the
driver's behavior while driving a vehicle [7].

Slz{n]B] +n,pB, +...+n9[39}, (5)

where n, , is the number of each distraction

behavior class; B, , is the weight of each distraction

behavior class.
Assigned to each distraction behavior class
B=0.11.

TABLE . ACCURACY OF THE MODEL BY CLASS
Behavior class Accuracy, %
Safe driving 89.2
Texting (right) 97.8
Talking on the phone (right) 95.83
Texting (left) 98.37
Talking on the phone (left) 71.24
Operation the radio 98.28
Drinking 98.03
Reaching behind 97.08
Hair or makeup 78.97
Talking to passenger 96.2

For the system of monitoring and recognizing
human behavior while driving, 4 types of behavior
are defined: highly safe, safe, distracting, and highly
distracting. The safety indices for each behavior are
shown in Table II.

TABLE II. SAFETY INDEXES FOR DIFFERENT TYPES
OF BEHAVIOR
Type of behavior Safety index (SI)

Highly safe 0.9-1

Safe 0.7-0.89

Distracting 0.5-0.69

Highly distracting <0.5

That is, the higher the index, the fewer

distractions were made during the trip and the safer
the driver's behavior.

IV. CONCLUSIONS

The problem of distracted driver behavior while
driving a vehicle is considered. A solution to the
problem of recognizing driver behavior using an
artificial neural network is proposed. The constructed
neural network showed an accuracy of 92.2%. As for
certain classes of driver behavior, the accuracy rates
are quite high. However, the classes ‘“Talking on the
phone (left)” and “Fixing hair or make-up” have
significantly lower accuracy (see Table I). For phone
conversations when the phone is in the left hand, the
relatively low accuracy can be explained by the fact
that it can be similar to using the phone in the left
hand. And make-up and fixing hair by gestures is
similar to drinking. A safety index was also
introduced to classify the type of driver.
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IO. B. Meabnuk, C. I. OTpox, O. B. Capadannikos, FO. B. Jle6iab. Po3nizHaBanHs noBeaiHKu Bojisi HA OCHOBI
Teopii HePOHHUX Mepex

VY craTTi po3mISHYTO MPOOJIEeMy MOBEMIHKKA BOIS 3a KepMOM. BimBoiikaHHS BOMIS MOXE MPHU3BECTH O CEPHO3HUX
aBapidf, IO 3arpoXylOTh JKUTTIO JIIOJEH Ta TPOMAaACbKOMY MaiHy Yy BCbOMY CBITI. BupimeHHs mnpobiemu
nornepePKeHHsT HeOe3MeuHoi MOBEAIHKN BOJIS 32 KEPMOM JO3BOJIMTh 3MEHIIUTH PU3UKH HOTPAILIIHHS y JOPOXHBO-
TPAHCIIOPTHI MpUTroau B MaiOyTHboMy. TakuMm 4MHOM, € moTpeda y po3yMHOMY TPaHCHOPTHOMY 3aco0i, sIkuid Oyne
MiATpUMYBaTH (YHKIIIOHAN 3 PO3ITI3HABAHHSI MOBEIIHKU BOJis. PO3IIIsTHYTO MOXITMBHI BapiaHT BUPIIIEHHS IPOOIeMH 3
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BUKOPHCTaHHIM INTYYHOI HEHPOHHOI Mepexi Ui aBTOMAaTHYHOTO PO3IMi3HAaBaHHS IOBEMIHKH BOMiS Ha pealbHOMY
HaOOpi JaHWX MOBEIIHKH BoJis. OTpHMaHO BHCOKY TOYHICTh Ta €()EeKTHBHICTH PO3Ii3HABaHHS pO3POOJIEHOI MOAEI.
Koarouosi ciioBa: nmoBeziHka BoAis 32 KEpMOM; IITYy4HI HEHPOHHI MEPEeXi; TpaHCHOPTHHH 3aci0; iHAEKC Oe3MeKH.
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