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INVESTIGATION OF THE MECHANISM FOR PROCESSING PREDICTED FRAMES
IN THE TECHNOLOGY OF COMPRESSION OF TRANSFORMED IMAGES
IN COMPUTER SYSTEMS AND SPECIAL PURPOSE NETWORKS

The analysis of image processing technologies shows the main practice way to improve the quality of image
processing. It is a preliminary analysis and subsequent image processing. It depends on the result of the preliminary
analysis (filtration, sharpening, noise reduction, etc.). However, when selection of the method of preliminary analy-
sis, an intermediate evaluation of results, selection of the subsequent processing method, etc. decision makers in-
volved. This is not acceptable for practical implementation in automatic processing and transmission of video in-
formation systems. The main difficulties in working with video are large volumes of transmitted information and
sensitivity to delays in the video information transmission. Therefore, in order to eliminate the maximum redun-
dancy amount in the formation of the video sequence, 3 types of frames are used: I, P and B which form a frame
group. Therefore, the possibility of upgrading coding methods for P-frames is considered on preliminary blocks'
type identification with the subsequent formation of block code structures. As the correlation coefficient between
adjacent frames increases, the compression ratio of the differential-represented frame's binary mask increases. A
mechanism for processing predicted frames in the technology of compression of transformed images in computer
systems and special purpose networks has been created. It based on the using of filter masks and the definition of
complexity structural indicators of video fragments. It allows us to increase the efficiency of contours detection,
namely, the accuracy of the allocation and localization of the semantic component up to 30% with an insignificant

increase in the total processing time (no more than 5%,).
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Introduction

Problem statement. The main difficulty in working
with the video is large volumes of transmitted informa-
tion. This makes it necessary to use various compression
technologies. However, traditional image compression
algorithms are oriented to individual frames. To ensure
the timely delivery of video information resources, it is
necessary to take into account the high-speed capabili-
ties of communication channels. To do this, data com-
pression algorithms are used. Approaches to creating
methods of compact representation can be divided into
three classes depending on the requirements for the
quality of reconstructed images. Methods with irre-
versible changes form the first class, as shown in [1]. In
the process of compression technologies of morphologi-
cal processing of video information are used. On the
contrary, the second class consists of methods that per-
form processing without error, as shown in [2]. Second
and third class methods are used to organize data proc-
essing in aerospace monitoring systems. Image types are
determined depending on the average length of a series
of identical elements and the correlation coefficient.
Thus, it has been introduced an additional possibility to
control the video bit rate by changing the number of I-
and P-type blocks. The method of coding and recon-
structing predicted frames has been improved by using

block coding, which unlike Huffman codes has more
noise immunity and less bit and time costs when proc-
essing data blocks. However, taking into account the
number of P-frames in the group, they make the main
contribution to the total video data amount. Therefore,
need to upgrade coding methods for P-frames are con-
sidered on preliminary blocks' type identification with
the subsequent formation of block code structures.

Analysis of the last publications. A lot of re-
searchers have compared features of compressed repre-
sentation. As a result of research of compression meth-
ods and requirements of equipment for processing video
information resources in computer systems and special
purpose networks, it was found that in the process of
shooting video images are formed, which have a high
degree of saturation with small details, color differences
and have a significant level of information, as shown in
[3]. It is needed to increase the frame size to provide
more detailed video images based on the shooting
height. However, the comparison in [4] does not deal
with analysis of the latest elimination of video image
redundancy. Another problem is that consideration is
only given to original frame fragment.

In [5] the structure of the information part allows
you to establish a correspondence between the code
symbols and the original image's elements. In addition,
the fact that the code table itself will tend to the content
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of the original image. On the contrary, for the slightly
saturated images, the number of repeatable pointers in-
creases sharply. Then, the image's reconstruction proc-
ess of fragments is simplified in the case of pointer de-
coding from a table.

Another study on the comparison of compression
methods was conducted in [6]. They applied many
compression standards and some compression programs
to the elimination of spatial and temporal redundancy.
Such frames compress the codec. In order to meet the
necessary requirements and increase the flexibility of
the algorithm, as well, as to achieve the required com-
pression ratio, 3 types of frames are applied to video
processing. The basis of the standard video sequence are
I-frames (Initial), they are usually allocated with a fixed
interval, for example, twice per second. Compression of
reference frames is performed only with the use of intra-
frame prediction, i.e. eliminates spatial redundancy.
Such frames in the video stream are compressed lesser.

An early effort in elimination of video image re-
dundancy has been performed in [7]. Structural redun-
dancy is the result of the features of the decomposition's
standard or, in other words, the transformation of an
image into a digital signal. For example, the elements of
the signal, that are constant in form, are periodically
transmitted: blanking pulses of lines and fields.

A spectral redundancy happens as a result of an
excessively high sampling frequency. In particular, the
received orthogonal video image sampling frame is
generally not optimal in the frequency space was pro-
posed in [8]. Using the interpolation and resampling of
certain selected groups of video signal samples, it is
possible, in principle, to modify the spectral composi-
tion and reduce the sampling frequency, is not used.

To ensure the timely delivery of video information
resources, it is necessary to take into account the high-

speed capabilities of communication channels. To do
this, data compression algorithms are used. Approaches
to creating methods of compact representation can be
divided into three classes depending on the require-
ments for the quality of reconstructed images. These
three methods have been best described in [9].

The research aims and objectives. The aim of ar-
ticle is to investigation of the mechanism for processing
predicted frames in the technology of compression of
transformed images in computer systems and special
purpose networks.

The objective of article is predicted frames in the
technology of compression of transformed images in
computer systems and special purpose networks.

Statement of basic materials

In P-frames, two types of redundancy are elimi-
nated: spatial (small color change in neighboring pixels)
and temporal (similarity between neighboring frames).
Encoding with conversion is used to reduce spatial re-
dundancy, and encoding with prediction is used for
temporal redundancy. The result of encoding each P-
frame, as well as in the reference frames, is processed
by the statistical compression algorithm and inserted
into the stream separately from the I-frames and other
P-frames. This is due to the need for fast transitions to
an arbitrary frame, and also this is necessary when re-
constructing the sequence of frames in the stream.

Depending on the encoder, the number of P-frames
in a video sequence can be either a fixed frequency (for
example, IPPPPI ...) or automatically detected (by the
complexity of the video sequence) [10]. When playing
back a video, to restore the current P-frame, it is neces-
sary to restore all previous P-frames and the nearest
preceding I-frame. The algorithm for encoding P-frames
is shown in Fig. 1.
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The entire conversion pipeline can be represented
using the following items:

1. Preparation of macroblocks. The whole image is
divided into 8x8 blocks, 4 blocks are combined into 1
macroblock 16x16. For each macroblock, it is deter-
mined how it will be compressed; i. e. the blocks are
compared in the current and previous frames and if the
difference does not exceed the specified threshold value
AD then the block uses predictive coding (P-block). If
a new object appears in the block and the difference
exceeds AD, then the transition to the algorithms used
to encode the I-frames occurs, i.e. the block is coded
independently (I-block). When choosing a block type, it
is also necessary to take into account the three main
conditions of the compression algorithm forming the
work: the bit rate, the computational capacity of the
system, and the required quality of the frame in ques-
tion. In accordance with these conditions, both the num-
ber of I- and P-frames in the video stream and the num-
ber of I-, P-blocks within the P-frame are selected [11].

2. Transfering of the macroblock into the color
space of YCbCr. The advantage of the YCbCr space in
comparison with RGB is that the color difference com-
ponents Cb and Cr can be represented with a lower reso-
lution than the luminance Y.

3. For P-blocks, the difference is calculated with
the corresponding block in the reference frame or en-
coding with the prediction. The simplest version of the
P-block coding is uniform encoding, in which the
brightness level of one sample is subtracted from the
value of the luminance level of one sample and their
difference is coded. To transmit them, fewer bits are
required in the codewords. The difference block is
formed by the formula:

Axlj :xl'j_xl(j’

where are
Xijj — the pixel value of the current frame with co-

ordinates and;
xz"j — the value of the previous frame's pixel.

In practice, the methods of encoding the difference
of counts with prediction are more often used. They can
be used both in pure form, and in combination with
other types of coding.

The principle of prediction is shown in Fig. 2. On
the transmitting side, a predictor is set, which, following
the sampling, is obtained at the previous moment x(n),

produces (predicts) the next count. When the reference
from the transmitter arrives, the predicted and true val-
ues are compared (subtracted) and a prediction error is
transmitted e(n). In the limiting case, when the predic-
tion is completely correct, the “rediction error” signal is
zero [12]. At the receiving end, a predictor is installed,
which, from the previous sample, produces successive

values of the signal-the same as the transmitter's predic-
tor-and corrects (sums) with the received error signal.
At the output, taking into account transmission errors, it
is formed x'(n) ~ x(n) .

Network
e(n) system

x(n) *

-

Fig. 2. The prediction model
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The transmission of a difference signal for coher-
ent segments requires a smaller number of digits. The
gain from coding is measured by the ratio of the coding
power for the uniform and for the difference quantiza-
tion.

For predicting a waveform that has sufficiently
predictable areas, adaptive prediction coding is used. It
is based on the approximation of the waveform, i.e. cod-
ing the curve using the values of this curve in individual
positions and restoring its shape at the receiving end
from these individual readings. This approximation is
represented by the following formula:

P
x(T)=t§1atx(T—t), 1)

where are

x(T) — the countdown at the output at the next
time point;

a; — coefficient of approximation;

p — the order of the model.

An important principle of prediction is the princi-
ple of “maintaining the previous value”. In this case, it
is assumed that the value of the previous sample will be
retained at a subsequent time point. The formula (1) is
then transformed into the form:

xT)=ax(T-1); ap =1. 2)

Then, in order to encode it is purposed the differ-
ence between the current and previous values:

Ax = x(T)-x(T -1). 3)

Here is, x(T) — the value is the approximated

value of the signal.
Recovering the signal at reception consists in add-
ing the difference to the previous value of the signal:

x(T)y=x(T-1)+Ax.

In Fig. 3 one of the implementations of this
method is shown.

In this case, the predictor is a simple register that
accumulates the value of the previous sample, and a
difference signal is sent to the line. In order to deter-
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mine the next difference count, the signal is restored in
the adder by adding this count to the previous value of
the signal [13].
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Fig. 3. Structural-functional scheme
of adaptive coding with prediction

A variation of this method is the approximation
based on several samples. This method allows to in-
crease the accuracy of approximation, but requires the
memory to accumulate several samples. When the pre-
diction is based on the assumption of “saving the previ-
ous value”, the coefficients do not change, so they are
the same at the receiving end-this does not allow them
to be transmitted over the communication channel, but
only the difference of the approximated signal.

The efficiency of such encoding is estimated by
the coding gain m and is measured with respect to the

signal power represented by the uniform quantization
codes and the power of the difference signal coding
signals. When coding with a prediction, such a gain
reaches 5 dB. However, this value varies from the signal
character and the system with difference prediction be-
comes inefficient at a large value of the difference signal.

This can occur because of the increase in the dif-
ference between adjacent samples or because of a viola-
tion of the prediction system.

Loss or distortion of the value of the difference
samples leads to a complete distortion of the recovered
values, since the error in the previous value of the signal
causes error propagation in the definition of subsequent
ones. Therefore, all this requires transferring to the re-
ceiving end the amount of the gain m (to control the

quality of the received signal) and periodically updating
the values of the coefficients (with a stable change in
the nature of the signal).

The implementation of this prediction method is
shown in Fig. 4 and Fig. 5.

These figures show an encoder and decoder that
are capable of transmitting three blocks of information:
an encoded difference signal, a gain value, and ap-
proximation coefficients.

This scheme allows you to periodically check the
quality of the difference coding and adjust the approxi-
mation coefficients. In this sense, it is adaptable.

The efficiency of encoding with adaptive predic-
tion depends on the complexity of the adaptive logic
and the number of samples for the next prediction. But
there is an optimal point of effectiveness of the predic-

tion between the large accumulation of statistics (cau-
tious tactics) and the speed of reaction to change (tactics
of rapid reaction) [14].
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In order to organize the compression of the video
data stream, the methods implemented in JPEG format,
which are based on the discrete cosine transform (DCT),
are used, and they allow the implementation of lossy
encoding, but provide a high compression rate for a
given image quality.

4. Transformation of image blocks. Transforma-
tion is performed using a discrete cosine transform
(DCT).

5. Uniform scalar quantization of frequency coef-
ficients. The quantization procedure consists in compar-
ing the quantum number to each matrix symbol

xij+q/2

J, where ¢ is the quantization step;
q

injJ — means the rounding operation to the nearest
integer, which is not exceeding xjj- In this case, the

condition is fulfilled that low-frequency components are
quantized with greater detail and high-frequency com-
ponents with smaller.

6. Z scanning or transferring of the matrix 8x8 into
a 64-element vector Zij = [n]-
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7. Group encoding (RLE). Compression occurs
due to the fact that in the resulting code group there are
chains of identical bytes. Replacing them in pairs
<repeat count, value> reduces the redundancy of the
data. However, this type of encoding will be effective
only for a black and white image, where the color op-
tions are only 2 and the code sequence consists of
chains 0 and 1. Thus, the more the color gamut of the
transmitted image and the more heterogeneities on it,
the less the efficiency of this code.

8. Statistical lossless compression (Huffman cod-
ing or arithmetic). The variable length coding method
matches the input symbol stream to a specific sequence
of code words (variable length codes, VLC, Variable
Length Codes). Each symbol is mapped to a codeword,
which may have a variable length, but each of them has
an integer number of bits. The effect of data compres-
sion begins to appear after encoding a sufficiently large
number of input symbols. To achieve optimal compres-
sion, it is necessary to use different tables for these se-
quences having different probability distributions of
vectors. Since this code is characterized by a variable
length, its use requires a buffer storage device to equal-
ize the transmission rate. The probability table for a
long video sequence (necessary for building a Huffman
tree) can only be determined after viewing the entire
video sequence. This can lead to an unacceptable delay
in the encoding process, the transmission and playback
of video at the receiving end. Also, when forming the
code, they are based on certain assumptions about the
probability distribution characterizing the source of the
messages. In the event that these assumptions are not
fulfilled, the work of the coding system may suffer a

sharp deterioration, which in case of poor agreement
with the source of the code can lead to an increase in the
average cost of binary digits.

A serious drawback of codes built on the basis of
the Huffman scheme is their sensitivity to errors. Distor-
tion in one bit of the sequence of these codes can lead to
a complete loss of synchronization during decoding and
to the impossibility of further correct decoding of the
sequence.

In view of the described disadvantages of Huffman
coding, the necessary increase in compression ratio and
processing speed in P-frames requires the modernization
of existing methods of processing video data. Therefore,
it is proposed to develop a method for processing P-
frames based on the use of block codes.

Conclusions

1. The analysis of the information applications'
current state has made it possible to reveal that demand
for video information resources has sharply increased
on the part of state, commercial structures and private
users.

2. It has been shown that, as a result of the com-
puter systems and special purpose networks develop-
ment, there are also dangerous risks regarding interac-
tion with an open and uncontrolled external information
environment. Therefore, the current direction is to pro-
vide citizens and society with timely, reliable and com-
plete video information on the basis of extensive use of
information technology, ensuring the video information
status, in accordance with, the concept of state's infor-
mation security.
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OCOBJIMBOCTI OBPOBKU NPOrTHO30BAHMX KAOPIB B MPOLIECI KOMMNPECII BIBEOIH®OPMAL|IT
B KOMMIOTEPHNX CUCTEMAX TA MEPEXAX CMNEUIAJIbHOIO NPU3HAYEHHA

O.1. Tumouko, B.B. Jlapin, 10.1. llleBskoB, Axmen Abaanna

YV emammi noxazano, wo mexnonoeii 06podxu sideoinghopmayii onucyioms 0CHOGHUL NPAKMUYHUL CROCIO NONINUIEHHS
aKkocmi ompumarozo Kkaopy. Lle nonepeoniil ananiz ma nodanvuia o6pobra ioeo3odpadicens. Lle 3anexcumsv 6i0 pe3yivmamy
nonepeonb0o20 ananizy, a caame: Qinempayis, pisKicme, 3nudtcenus wymy, mowo. OOHak, npu 6ubOpi Memoody nonepeoHbLO20
ananizy, npoMIICHIU OYiHYyi pe3ynbmamis, UOOPi Memooy noodanbuioi oopodku i m.0. 6epymos yyacmo ocodu, sKi npuiMaromo
piwenns. e nenputinamno 011 npakmuuHol peanizayii npu agmomamuyriti 00podyi ma nepedaui sideoinpopmayiiinozo pecyp-
Cy 6 KoMn'tomepHux cucmemax ma mepedxcax cneyianvno2o npusnavenns. OcHoeHi mpyOHowi npu pobomi 3 6i0eo - ye GenuKi
06cseu nepedanoi ingpopmayii ma wymaugicme 00 3ampumox y nepeoaui gioeoingopmayii. Omorce, Wob yCyHymu MaKcuMaibHy
BENIUYUHY HAOMIDHOCIE NPU YOPMYSAHHI 8I0€0NOCII008HOCHI, duKopucmogyiomuvcs 3 munu kaopis: I, P ma B, sxi ymeopioomo
epyny kaopis. Tomy, po3enioaemovcs MOHCIUBICIG OHOBNICHHS Memodi8 KoOysanus 01 P-kadpie npu ioenmugixayii muny none-
PEOHIX ONIOKI8 3 NOOALUUM (POPMYEAHHIM CIPYKMYP OI0K08UX K0OI8. 3i 30inbuenHsam Koepiyichma Kopeasyii miok cyCcionimu
Kaopamu Koe@iyicHm Komnpecii 08iliko8oi Macku nodarozo ougepenyitinozo kaopy 36invuyemoca. CmeopeHo mexanizm o6poo6-
KU NPOCHO308AHUX KAOPIE Yy MEXHON02ii KOMApecii mpanc@opmosanux 8i0eo300pasicerb 8 KOMN'tomepHUx cucmemax ma mepe-
HCAX CHeYIanbHO20 NPUSHAYEHHS, AKULL 3ACHOBAHUL HA BUKOPUCANKT DINLMPYIOYUX MACOK MA BUSHAYEHHI CIMPYKMYPHUX NOKA3-
HUKI8 cknaonocmi gideoppacmenmis. Lle 0036015¢ niosuwumu eghekmueHicms GUAGIEHH KOHMYPIG, d came, MOYHICIb PO3NOOJi-
JIy ma IOKAi3ayii CeManmuyHo20 KOMNOHEHMA NPU HE3HAYHOMY 30LIbULEHHT 3A2alIbHO20 4acy 0OpooKuU.

Knruoei cnosa: 300pasicenns, komnpecia, Kaop, enemenm, pieeHb, HAOMIPHICb, MEXHOIO2IA.

OCOBEHHOCTU OBPABOTKN NPOrHO3UPYEMbIX KAOPOB B NPOLIECCE KOMIMPECCUUN
BMOEONH®OPMALIMN B KOMIMbIOTEPHbBIX CUCTEMAX U CETAX CMELUWAJIBHOINO HASHAYEHUA

A.U. Tumouxo, B.B. Jlapun, 10.1. lleBsixoB, Axmen Adnamnia

B cmamvwe usznosiceno, ymo npedgapumenvHulil AHANU3 U NOCAEOVIOWAs 0OPAbOMKA 8 3a8UCUM 0N Pe3YIbMamd npeosapu-
menbHo20 anausa (Qurempayus, peskocms, uiymonooagienue u m. 0.). OOHako npu evloope memooa npedeapumeibHo20 ama-
JIU3A, NPOMENCYMOUHOU OYeHKU Pe3yTbmamos, 8bloopa memooa nociedyiouel 0opadomku u m. 0. NPUBLeKAtomcs Juya NPuHU-
Maiowue peuierus. Jmo Henpuemiemo O NPAKMu4eckoll peanusayull @ CUCMemMax asmomamuieckoll 0opabomxu u nepeoayu
sudeourgopmayuu. OcHoguvle mpyoHoCmu npu pabome c udeo - boavuiue 00vemvl nepedasaemoli uHopmayuu u 4y8cmeu-
menbHOCHb K 3a0epiickam nepedavu sudeoungopmayuu. CredosamenvHo, 4mobbl UCKIIOUUMb MAKCUMATLHYIO U3DbINOYHOCHIb
npu ghopmuposanuu eudeonocredosamenvHocmu, ucnoavzyromes 3 muna kadpos: I, P u B, komopule obpasyiom epynny Kaopos.
Taxum 06pazom, paccmampueaemcs: 803MONCHOCb MOOEPHUZAYUU MEMOJ08 KoOuposanus P-kxadposé npu npedsapumensHol
uoeHmugpuKayuy munos 610K08 ¢ NOCLeOYIOWUM QOPMUPOBAHUEM CIMPYKIMYD BIOUHO20 KOOA.

Knroueswie cnosa: usobpasicenue, cocamue, Kaop, d1eMeHm, YPOBeHb, U30bIMOYHOCHb, MEXHON02UL.
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