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METHOD OF BIOMEDICAL TIME SERIES PROCESSING
FOR PATHOLOGY CLASSIFICATION

This paper presents the new approach of biomedical time series processing for
feature extraction based on chaos theory. Methods of nonlinear dynamics for
processing of time series allow us to obtain significant features of physiologi-
cal signals.Using of the F-transform for phase space diagrams approximation
provides more high accuracy of classification. It has been demonstrated that
signals of breathing have a fractal properties. Application of fractal analysis
will allow developing new approaches forpathology identification.
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Introduction

Medical diagnosis is very complex process. It is a complex of ob-
jective and subjective methods for estimation of diagnostic parameters.
Most objective methods are based on time series processing for diagnos-
tics task.

Time series processing is a well-studied task. The data scientists
usually employ two approaches: analysis of global integral statistical
properties of signals or analysis of significant parts of signal [1]. A lot
ofpapers use linear models, where time series are transformed in sta-
tionary series through differentiation. However, physiological processe-
shave high complexity, all of them are nonstationary and nonlinear.
Some of them have a chaotic bechavior and many types of components,
such a trends, impulses, other uncontrolled features. So,representation
of physiological time series by linear model is not suitable.

In recent years, there has been a dramatic increase in the use of
computation-intensive methods to analyze biomedical signals. The gen-
eral approach falls under the methods of artificial intelligence or ma-
chine learning for decision-making in medicine.Such methods require a
dataset ofsignificant features that will be fully representative of under-
lying biological processes.Several techniques using non-linear chaos fea-
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tures of the signal have been proposed for classification and prediction

purposes in [2-4]. The list of applications includes automated electrocar-
diogram (ECG) or electroencephalogram (EEG) analysis for cardiovascu-
lar or neurological disorder diagnosis [5, 6]. The principal task of non-
linear approach is to examine the possible existence of chaotic properties
in the signal [7].

Previous work [8] is devoted to identification of fractal proper-
ties of time series using signals of nasal breathing. These properties al-
low identification hidden features in time series. The main task of cur-
rent paper is to find significant features of time series ofbreathing sig-
nals derived from the data itself for pathology classification task.

Materials and methods

A wide variety of methods for evaluating the parameters of nasal
breathing is used in rhinology [9].All of them have common disadvan-
tage: lack of objective criteria for differential diagnosis of rhinological-
pathologies. Active Anterior Rhinomanometry remains one of the most
used methods for evaluating the nasal breathing function. This method
is based on simultaneous registration of two parameters: differential
pressureAp and an airflow rate®@ through a nasal cavity. Rhinoma-

nometric data were recorded by a system for rhinomanometric measure-
ments [10]. The measurements result are the time series of the differen-
tial pressure Ap [Pa] and the airflow rate® [cm3/s Jpresented in Fig.1.

Fig.1 — The dependence of pressure and airflow rate on a time

Rhinomanometric signals are quasi periodic, nonstationary and
nonlinear[8]For validation of fractal properties of signals, we propose a
calculation of Hurst parameter H and fractal dimensionD according to
[11]. The Hurst parameter is suggested as a measure of the degree of
self-similarity of a data series because it allows the evaluation of the
bursty nature of a data.Processed dataset contains 1076 measurements
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of rhinomanometric signals. Result of calculation is within the range of
[0.16,0.20] and the range of [1.80,1.84] for H and D respectively. It

means signals have a fractal properties and process is anti-persistent.

Throught this paper, we use the Rhinology laboratory of ENT
Clinic ”Garyuk”/laboratory of intelligent software and hardware systems
of Kharkiv National University of Radio Electronics rhinologic database
(http://www.garyuk.com). Signals were recorded using soft-
ware/hardware system for rhinomanometric measurements “Op-
timus” [10]. Database consists of 1076 records for several groups of pa-
tients. There are patients with different types of rhinitis and rhinosi-
nusitis, cysts, polyps, septal deviation and other.Each record contains 3
to 5 breathing cycles.

The initial data set obtained from database can hold noises. On
the one side the usage of high-sensitive sensors is always associated with
registration of noises. On the other side during measuring procedure an
inadequate seal of the mask, incorrect connecting tubes between mask
and sensors could appear. Therefore, a preprocessing of signals is re-
quired. Data preprocessing stage includes several techniques like data
cleaning, data reduction, data transformation, which are described in
detail in [12, 13]. An important task of preprocessing is to remove a
signal distortion and don’t remove the significant parts of signal. Pre-
processing for time series represents a filtering of noises and smoothing
of signals. Survey of filtering techniques for biomedical data has been
presented in the works [14].

We used “RStudio” for signal processing and feature extraction.
First of all we implement an additional filtration for removing of signal
distortion. Secondly, we cut the measurements to variety of periods,
which equal to one breathing cycle. Sample of one breathing cycle is
shown in Fig. 2. Then we built a phase space diagram of the rhinoma-
nometric signal. The phase space diagram of the rhinomanometric signal
is constructed as follows : the differential function % = dx /dtis plotted

on the Y-axis, and the original function x - on the X-axis of the phase
plane. Phase space diagrams for norm and septal deviation are shown in
Fig. 3, 4.

ISSN 1562-9945 87



5 (106) 2016 «CucreMHBIe TeXHOJOTHH »

w PV o

“  time, s

Fig. 2 — The breathing cycle

Fig. 3 — Sample of phase space diagram of differential pressure
for “norm”

Fig.4 — Sample of phase space diagram of differential pressure for “sep-
tal deviation”

The next stage is approximation of phase space diagram using F-
transform. This approachwas introduced by I. Perfilieva in [15].F-
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transform is good chose for time series. It has many advantages, among

them excellent filtering properties and easy calculation. F-transform is
stable with respect to the choice of points. It means that the resulting
function will not be significantly changed.Let us remind the basic defi-
nitions and properties of F-transform.

The domain D =[a,b] is partitioned by £k fuzzy partition by
fuzzy sets {f,....f,} .Let P={a=t <t,<..<t,=b} of [a,b]into
n — lsubintervals, where t — time of signal measurement.Each subinter-
val [t, ,,t,], B=2,...,n and by a family A={A,A,,...A }of nfuzzy
numbers (the basic functions), identified by their membership functions
A (1), A,(t),..., A (t)for t e [a,b]land with the properties:

1. A is continuous on D;

2. A, - strictly increase on/[t, _,,t,] and strictly decrease on
Ry

3. A:[1.N]—>[0,1],A(¢) =1;

4.A,(t)=0, if te(t_.t,,), and assume that
w1 =8, =N

5. Y A(t)=1 for all te[l..n].

t, =t =1,t

After that time series are transformed into k values [F,...F,] us-

ing (1):

_2XAW L, (1)
SO WY

We have used triangle base function as A(t)for each of fuzzy
partition.

This kind of data received from human breathing, and may have
different number of values in each data measurement. It related with
different time of breathing cycle for each person. On other side we have
a lot of machine learning approaches which require fixed count of input
features for the each measurement. We propose to set count of fuzzy
values equivalent to K and receive length of fuzzy partition (N) from

this equation: N = floor (%) Vb? —4ac, where L — number of data in
current measurement. We useobtained K number of F-components as in-
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put data features for machine learning methods, for example SVM and

Random Forest. For the comparing of approximation results we have
used FFT and moving average methodes.
Let i=1..L, whereL - amount of calculated values of phase dia-

gram. Represent each point with coordinates (x,,y,) of the shape as a

complex numberz, = x;, +y,j, where x,as real part and y,as imaginary

part.
We will apply Discrete Fourier transform (DFT) to the vector

Z = z,...z2, using method from [16]. As result we have received compo-
nents F =[F,, F,...,F, ].

Let the K - count of pairs of Fourie components F, which will be
used in reduced Fourie component list
F:F =[F,F,F,...F,Fy ..., Fy ,, Fy ]

If we perform Inverse Discrete Fourie Trasform (IDFT) to this
reduced components list, we will receive approximated representation of
the phase diagram. It allows creating visualization.

Experiments and results

The classifiers implemented in this research are Support Vector
Machine (SVM) [17] and Random Forest approach (RF) [18].Set of fea-
tures consists of phase space diagrams. Phase space diagrams were ap-
proximated using F-transform and FFT.Amount of elements ofinput
data set is 1076 measurements, which were classified by otolaryngolo-
gists to the ‘norm’ and ‘pathology’ classes.Each measurement stores in-
formation about differential pressure and airflow rate.

For each classification method the set of features has been per-
formed such that the optimal classification results are achieved.

We propose to compare a techniques based on F-transform and
FFT for approximation of obtained phase space diagrams. Grafical visu-
alization of implemented approximation techniques is shown on Fig. 5.
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Fig. 5 - Result of approximation of phase space diagram: bold curve
— F-transform approximation; faint curve — FFT approximation

The mean absolute error of approximation for FFT approach is
1.26, for F-transform approach is 0.63.Learning set takes 85% from all
amount, test set takes 15% from all amount of measurements. Ap-
proximation result should be smooth or more close to initial data de-
pends on value of the K wvariable. This value is discreet. Selection of
this value should be preformed to receive best learning values using
learn/test/validation data set. K valuewas selected equal to 43.

Results of classification are presented in Table 1.

Table 1
Error rates for different learning methods
Method Learning RF Learning SVM | Test RF | Test SVM
FFT 4,4 3,6 11,8 11,7
F-transform 5,0 4,3 10,53 10,53
Conclusions

The paper demonstrates a potential of using the methods of
nonlinear dynamics for processing of biomedical time series.Theproposed
method based on phase space diagram approximation to finding signifi-
cant features of rhinomanometric signals. Approach is based on usage of
the F-transform approximation of time seriesfor generation of fixed
amount of initial features of signals. It returns the value of mean abso-
lute error less than the FFT.Supervised learning algorithms SVM and
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RF were used for classification on two classes ‘norm’ and ‘pathology’.

The classification accuracy with using F-transform is higher than with
using FFT. Future investigation can be related with usage of 2D fuzzy
transformation for approximation of rhinomanometric signals.
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